Jurnal Ekonomi Pembangunan
Vol. 8, No. 1, Juni 2007, hal. 15 - 27

EXCHANGE RATE ECONOMICS AND
MACROECONOMIC FUNDAMENTALS

Argamaya

Faculty of Economics, Universitas Trisakti, Jakarta
E-mail: rgmy2007@yahoo.co.id

ABSTRACT

Financial crises have a long hisiory. Recently, several international crises emerged:
the Mexican and Argentina currency and debt crisis of 1973-1982 and 1978-1981
respectively, the exchange rate crises following the abandonment of the European
Exchange Rate Mechanism in 1992, the Tequila Effect resulting from the Mexican
peso devaluation in 1992, the Asian Flu of 1997 resulting after Thailand’s devalua-
tion and the Russian Cold which arose from the collapse of the rubble in 1998. These
episodes of international financial turmoil attracted worldwide attention; causes,
impact and policy implications have been studied extensively.
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INTRODUCTION

Financial crises have a long history.
Recently, several international crises

emerged: the Mexican and Argentina
currency and debt crisis of 1973—-1982 and
1978— 1981 respectively, the exchange rate
crises following the abandonment of the
European Exchange Rate Mechanism in
1992, the Tequila Effect resulting from the
Mexican peso devaluation in 1992, the Asian
Flu of 1997 resulting after Thailand’s
devaluation and the Russian Cold which
arose from the collapse of the rubble in 1998.
These episodes of international financial
turmoil  attracted worldwide  attention;
causes, impact and policy implications have
been studied extensively. ‘

Both theoretical and empirical research
has been put forward to understand the
causes of financial crises. Some theoretical
studies focus on fundamentals while others

move to non-fundamentals stories, such as
self-fulfilling expectations and financial
panics. On the empirical side, statistical and
econometric models have been developed to
test the relationship between crisis events and
(non) fundamental factors. For instance,
early warning systems are designed to
prevent and manage crises  with
macroeconomic fundamentals as explanatory
variables.! Other models test contagion chan-
nels and elements of financial panic.”.

Interested readers are referred to Kaminsky,
Lizondo, and Reinhart (1998) for papers on
currency crises prior to the East Asian crisis, and

- Bustelo (2000) and Burkart and Coudert (2002) on
the East Asian crisis; Gonzalez-Hermosillo (1996)
and Dermirg"u,c-Kunt and Detragiache (1997) on
banking crises; and Marchesi (2003)’s survey on
debt crisis.

See Rigobon (2002) and Dungey et al. (2003) for an
overview.
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The purpose of this paper is to provide
some perspectives on fundamental-based
theoretical framework on the onset of the
currency crisis and how it related to measure
currency crisis empirically.’ The paper is
structured as follows. Section 2 presents the
model of speculative attack. Based on model
under fixed and floating exchange rate
regimes, the concept and timing of
speculative attacks will be explored. Section
3 discuses the model of exchange market
pressure which introduce the notion of
(un)successful speculative attack. Further-
more, the measurement of currency crises
will be reviewed. Section 4 concludes.

THEORETICAL FRAMEWORK
Theory of Currency Crises
1. The Model

The model of fundamental-based currency
crisis is pioneered by Salant and Henderson
(1978) and Krugman (1979). We slightly
modify and simplify the model by. first
introducing the exchange rate model under
flexible and fixed regimes. The model begins
by assuming that the world economy consists
of one of a small open countries and a large
foreign partner. Equilibrium in the domestic
money market is assumed where demand of
real money balance equals money supply, i.e.
m!=m, .

Lestano and Jacobs (2002) provides a comprehensive
overview on dating financial crises.

This model has been extended by its generation,
among others, Flood and Garber (1984), Connolly
and Taylor (1984), Krugman and Rotemberg (1992)
and Flood, Garber, and Kramer (1996).

M
—= L(1t+l’Yt)

!
m, —p, =At,,, +6y, (D)

where 1 the nominal interest rate; y real

output, M® nominal money demand, and P
price level. All variables in lowercase denote
logarithm terms.

The domestic money supply (M) is
backed by two central bank assets composed
of international reserves (D,) and domestic
credit (Cy) as in Equation (2) in log-linearized
form. Then, money market equilibrium can
be rewritten in Equation (3).

m, =ad, ~1-(l—a)ct ..... 2)

] D
Where & =—X and (l—a)=&—
M m

t t

od, +(1-a), —p, ==di, +&, .. ?3)

The domestic interest rate and price level
are subject to arbitrage
condition. Thus, it is assumed that there is
free trade so that PPP (purchasing power
parity) holds (Equation 4). The markets are
efficient, therefore free capital mobility
should assure that the return on capital assets
equalized between countries (Equation 5).

international

LR
pf |
P, =pf + &, e %)

1+Rt+l=E 8t+l
1+Rf+1 ‘ £,
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where P domestic price level; P’ foreign
price level; ¢ nominal exchange rate; i
domestic interest rates and i foreign
interest rates. By substituting (4) and 5) into

(3), we get

1
e, =——(ad,+(1-a)c +
t 1,1( (1-a)c, -

B ()

Equation (6) shows that the current
period of exchange rates, (e, ), is determined

by fundamental macroeconomic variables,
i.e., money balance, m,, price level, p,, and
real output, y,, and the future exchange rate

expectations. This equation is solved by
summing the exchange rates expectations
and the values of the fundamental variables
in all the previous periods, which determine
the exchange rates in the current periods.

®© s—t
€, Ly A (ad; +(1-a)c, —
1+A\1+4

A T
pl+aif 6ys)+hm( l) Eenr - (D

It is assumed that there are no
speculative bubbles in exchange rate. Indeed,
the last term of right hand side of Equation
(7) will be zero unless the exchange rate
changes at an ever increasing proportional
rate. Then, we can express the exchange rate
model as:

-t

1 [ o)
=——E od, +(1- -
=1 t(1+}»J (ed, +{1—a)e,
ps +’hs+1 —0}'5)

This model features a completely
floating exchange rates regime and free
capital mobility. Theoretically, there should
not be an attack on the currency, since
exchange rate changes reflect changes in
fundamental macroeconomic variables. An
increase in the money stock will lead to a
higher exchange rate. In other words, an
increase in the money stock leads to
depreciation as a higher rate implies that it
takes more units of the home currency to buy
one unit of the foreign currency. A lower
money stock and higher output will imply a
stronger exchange rate. However, if foreign
interest rates rise, the currency will
depreciate.

In the case of the exchange rate is set to

be fixed at e, =;, it follows that

E.e,,; =€, and thus uncovered interest

parity does not hold, i.e., i, = 1t +1- Wecan

rearrange equation (3) as
ad, +(1-a), -pf —e=-2if,, + &, .09

The foreign price level, foreign-currency
interest rate, real income, and fixed exchange
rate are exogenous, while the money supply
is treated as endogenous in this case. Hence,

. f
the movement in y,, p,, and 1, can

neglected, the Equation (9) can be written as
Equation (10) or equivalently equation (11).

ad, +(1-a)e, =e+p’ —Aif +6y .....(10)

od, +(1-a), =e+ 8 e(11)
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The growth rate of d, and c, are

dt =® and c-t =¢, respectively, then

equation (11) becomes

{52y

If d, grows at rate o, then c, falls at the

a . .
rate depended on . An increase in the

central bank domestic assets must be offset
by a decrease in its international assets. The
money stock must likewise be fixed, when
exchange rate is fixed and expected to stay
that way. The central bank must adjust
money supply accordingly to support a fixed
exchange rate. In maintaining the exchange
rate at a fixed level, a central bank must
reduce international reserves up to its
complete exhaustion level, ¢, = 0. At this

point the previously established exchange
rate parity cannot be defended and eventually
devaluation or the abandonment of exchange
rate peg takes place.

2. Speculative Attacks

The source of disequilibrium in fundamental-
based currency crisis models comes from a
budget deficit that monetizes through the
growth of domestic credit (w). At exhausted
level of foreign reserves (Ct = 0) or even

prior that matters, speculators will precisely
estimate the developments of the
fundamental = macroeconomic  variables
(growth rate of money supply) and predict
the forthcoming course of events and begin
selling domestic currency and buying foreign
exchange to prevent losses when devaluation
takes place. In this case, the speculator

coherent will cause speculative attack on the

domestic currency and a more rapid
depletion of international reserves, then
leading to an earlier devaluation or the

abandonment of exchange rate peg.

In this model of currency crisis, it is
possible to determine the time when a
speculative attack occur by introducing the
concept of shadow exchange rate denoted by

e . This shadow exchange rate is defined as
the market exchange rate that would be
obtain when the international are exhausted,
or the market rate that the monetary authority
can no longer defend exchange rate. By
assuming that the movement in y,, p,, and

lzf+1 are neglected and the actual and

expected rate of exchange rate change
depends on domestic growth rate
(B.e.,, —e, =9), then Equation (3) can be

rewritten once more to give the condition at

B, =}
od, +(1-a), = e Ag+p’ —Aif +6y .(13)

od, +(1-a), =e-Ag+5 .(14)
At the level that international reserves
are depleted, thereforec, =0, then the

shadow exchange rate prevails at

e=ad,+Ag-0 eee(15)
Figure 1 illustrates Equation (15). At point
where the fixed exchange rate (&) intersects
with the shadow exchange rate (&), the
speculator will instigate an attack. In this
case, the losses and profits from intertem-
poral currency arbitrage are equal. The
speculator will gain profits in case of attack
due to the resulting depreciation of exchange
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rate when d, is greater than d*. Conversely, if
d, < d” then there will be capital losses for
speculators as an attack in this area will
appreciate the currency.

€t
A

ol

AB-d

d,
|-
»

Figure 1. Timing of Speculative Attacks

To find out the exact timing of currency
crisis, let assume the growth path of domestic
credit is

dl=d0+a1t

Since the actual exchange rate equals to
shadow one at the moment of a speculative
attack, we can write

e=al(d, +ot)+ Ag—5

It follows that the time of attack, T, is

_e—ady—Ag+0
aw

T

Equation (18) shows that the time of a
speculative attack depends on the develop-
ments in fundamental macroeconomic
. variables, i.e., budget deficit growth rates.

Measurement of Currency Crises
1. The Model

The monetary model of exchange market
pressure is first proposed by Girton and
Roper (1977). The model clarified that a
change in both international reserve and price
of foreign exchange could affect the
disequilibrium of foreign exchange market or
the pressure on external position of a
country. Many empirical studies then tried to
apply the model to a country or group of
countries, for instance, Weymark (1997) for
Canada, Oskooee and Bernstein (1999) for
the G-7, and Pentecost et al. (2001) for the
EU.

The model presented in this section is a
slightly modified version of the exchange
market pressure model of Girton and Roper
(1977)5 Unlike Girton and Roper, we
include the interest differential between the
home country and the reference country since
the pressure on exchange market is due
partly and frequently to interest rates shocks.
We take a general money demand model.
Different specifications have been used by
others, for example, Girton and Roper (1977)
assume an exponential money demand
function and Pentecost et al.(2001) and
Oskooee and Bernstein (1999) adopt log-
linear models.

Consider a home economy in which
money demand is determined by the level of
real income (Y), price level (P), wealth of
non-bank private sector (W), and interest
rates. Following Pentecost et al. (2001) and
Fase and Winder (1993), there are three
kinds of interest rates, i.e. short-term rate for
money balances (®), and the return on

See Lestano and Jacobs (2002) for further details
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domestic and foreign long-term assets,

respectively i and i'. The later interest
rates relate inversely with money demand.
The general model of demand for nominal
money balances is given by

M =£(p, Y, W, @,.iif)

The supply of base money (M°) is
simply a fraction of net foreign assets (F) and
domestic credit (D). The stock of foreign
assets is the sum of the flows of international
reserves and consists of which divided into
primary assets (R) and foreign exchange
(Rf). The supply of nominal money and the
specification of foreign assets stock are
outlined by Equations (20) and (21).

M: = mt(F! +Dt)

t t
F = J‘Ethdt+ J'EfRfdt

-G

where m, is the money multiplier ® and E and
Ef denote the currency values of R and Rf
respectively. The dots over the variable
denote time derivative of that variable.

The equilibrium in the money market is
given by

d

M; =M,

Taking time differentials of equation
(19) and substituting equation (21) into the
first time differentials of equation (20), the
money market equilibrium becomes

6 Girton and Roper (1977) and Pentecost et al. (2001)
assume a constant money multiplier equal to unity.

a, +r,+d, = EpPr T E,Y HELW,

g¢¢l +&,p, -hs‘if,otf ...... (23)
where
a =ﬂ r= EtR" + EfRf
‘“m,’ E+D, E+D,’
t Ft-i—Dt’ t Yt:v t Pta
W
Wt_'_t'a ¢t_ﬁ’and
w &,
i if
ptz—t’ plf 2% and the Sp,€y,€w,5¢,5i

i i,
and sif are the money demand elasticity with

respect to price level, income, private non-
bank wealth, and returns on money balances,
domestic and foreign assets.

Now consider a foreign country that has
the same model specification with a home
money market equilibrium, thus we can write
the Equation (23) where the elasticity of
money demand with respect to domestic
(local) and foreign assets are respectively
denoted by &, and gif . Following Girton and

Roper (1977) and Pentecost et al. (2001), the
purchasing power parity (PPP) condition in
(25) is used to link the money market
between home and foreign. This condition
says that deviations of rates of change of
nominal exchange rate (e;) from the inflation
differential is determined by the amount of
rates of change of real exchange rate (6,).

f f f f f f
a, +1, +d; =£,p, +&,y, +£¢¢t +
f f
Eipy & Py

¢, :pt_ptf+0t




Argamaya — Exchange Rate Economics and Macroeconomic Fundamentals 21

where
et =£, 0t =g'—,
E, Q.

E; = nominal exchange rate, and

Qt = real exchange rate

Subtracting (23) from (24) and using
equation (25), we obtain:

(6 -at)+la - af)-e, by - vi)-
(gi—gfx,ol pt)+£9 =
gp°t+‘90(t ¢t) (t )

The right-hand side of Equation (26)
present exchange market pressure. It is
clearly interpreted that domestic and foreign
growth of output and credit, interest rate
differential, money multiplier differential and
real exchange rate (domestic competitive-
ness) are triggering determinants of a
devaluation and a speculative attacks. The
successful speculative attack picks the
exchange rate pressure up, which is indicated
by exchange rate depreciation. Authorities
can also interfere the foreign exchange
“market for the purpose to defend currency
from attacks. The intervention involves either
losing international reserves or raising
domestic interest rates. '

2. Currency Crises Dating
a. Currency crises dating, method ERW

Eichengreen, Rose, and Wyplosz (1995,
1996) made an important early effort to
develop a method to measure currency
pressure and to date currency crises. Their
definition of exchange rate pressure is
inspired by the monetary model of Girton

and Roper (1977): a speculative attack exists
only in the form of extreme pressure in the
foreign exchange market, which usually
results in a devaluation (or revaluation), or a
change in the exchange rate system, i.e. to
float, fix or widen the band of the exchange
rate. However, speculative attacks on
exchange rates can also be unsuccessful.
When facing pressure on its currency, the
authorities have the option to raise interest
rates or to run down international reserves.
Hence, speculative pressure is measured by
an index that is a weighted average of
normalized changes in the exchange rate, the
ratio of gross international reserves to M1,
and the nominal interest rates. All variables
are relative to a reference country, for which
a country is selected with a strong currency
that serves as an anchor to other countries.
The index of exchange rate pressure 1s
defined as follows: ‘

Ae; Am,, Arm
EMPL, = 2 _ 1AM A |
O'e ei,t o-r mj,t mlUS,t
A
;A(li,t —iuse) e Y))

1

where EMPI;; is the exchange rate market
pressure index for country i in period #; e;,
the units of country i’s currency per US
dollars in period t; rm;, the ratio of gross
foreign reserves to M1 for country 7 in period
t, i;, the nominal interest rates for country i in
period ¢; iys, the nominal interest rates for the
reference country (US) in period ¢; o, the
standard deviation of the relative change in
the exchange rate (de; /e;,), o, is the standard
deviation of the difference between the
relative changes in the ratio of foreign
reserves and money (M1) in country i and the
reference country (US) (dri/ri) —
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standard
interest rate

drmys/rmys,)), and o; the
deviation of the nominal
differential A(i;, — iys,).

This measure is intuitively appealing. In
case of speculative pressure, the index
captures changes in the domestic exchange
rate if the attack is successful and changes in
international reserves or nominal interest
rates if the speculative attack does not lead to
a devaluation. A period of speculative attack
is identified when the index exceeds some
upper bound:

Crises 1 if EMPT;, > Bopyper + Remer
0 otherwise

where ogyp; equals the sample standard
deviation of EMPI and ugyps is the sample
- mean of EMPI. Eichengreen, Rose, and
Wyplosz (1995) arbitrarily set a threshold of
B = 2, i.e. two standard deviations above the
mean, f =1.5 is chosen in Eichengreen,
Rose, and Wyplosz (1996).

b. Currency crises dating, method KLR

Kaminsky, Lizondo and Reinhart (1998) and
Kaminsky and Reinhart (1999, 2000) modify
the exchange market pressure index of
Equation (27) by dropping the interest rate
differentials since interest rates were
controlled by central banks in their sample,
the 1970s and 1980s, and links to the
reference country. In addition, foreign
reserves are no longer scaled by money
supply (M1). Finally, the right-hand-side is
multiplied by the standard deviation of the
relative change in the exchange rate:

Aei’, _& AI‘i’t (28)

€ir O T,

EMPI,, =

where r;, gross foreign reserves of country i
in period ¢, o, the standard deviation of the
relative change in the reserves (dr; /r;,).

To avoid the problem that currency
crises are associated with high inflation, the
sample is split into periods with hyper-
inflation and low inflation; separate indexes
are constructed for each subsample. The
definition of a currency crisis is the same as
in ERW, but the threshold to define a
currency crisis is set to three standard
deviation above the mean.

¢. Currency crises dating, method FR

Frankel and (1996)
unsuccessful speculative attacks from the

Rose exclude
exchange rate pressure concept. In their
opinion international reserves are too rough a
proxy to measure policy actions in defense of
the currency. In addition, they argue that
raising interest rates and
international reserves is not standard practice
to deal with speculative attack in most of the
developing countries.

The method of Frankel and Rose (1996)
uses only nominal exchange rate variables

exhausting

and defines a currency crash as a nominal
depreciation of the currency of at least 25
percent which is accompanied by an increase
in the rate of depreciation of at least 10
percent. The latter cut-off point is used to
avoid registering periods with high inflation,
which are wusually followed by high
depreciation. So, a currency crash is defined
as

1if %Ae; , >25%and%Ae;, >10%+
Yoh\e; oy

0 otherwise

Crises=
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d. Currency Crises Dating, Method Z

Zhang (2001) criticized ERW’s exchange
market pressure by pointing at two problems.
First, changes in international reserves and
interest rates may cancel against each other if
the speculative attack is successful. For
example, a positive change in the exchange
rate (in anticipation of a devaluation) may
trigger a fall in the interest rate and an
increase in international reserves. Secondly,
movements in international reserves and
exchange rate can be volatile in some periods
and relatively tranquil in other periods. Thus,
an event that results in high volatility
dominates the whole sample.

To tackle both problems, Zhang
suggested decomposing the exchange rate
market pressure index of ERW into its
components and to use time-varying
thresholds for each component. Zhang (2001)
excludes interest rate variables and also
drops the link to the reference country.

Ae;,
i e, > POy + My OF
Cri Lif Ar ’
TiSes = :
t
%‘ < ﬂZdr,t +.ur,t
i,

0 otherwise

...(30)

where the standard deviations o, and o, are
calculated for the sample (t — 36, t — 1).
Zhang arbitrarily set the thresholds to 8; = 3
and 8, =-3.

e. Currency Crises Dating: Event Studies
and Extreme Value

Many studies on contagious currency crises
use event-based definitions. Currency crises
are identified qualitatively, by simply plot-
ting the exchange rate series and picking up
the high volatility, or by relying on the
records of well-documented event chronolo-

gies, (abandonment of exchange rate peg,
devaluations, suspension of convertibility,
efc.) from newspapers and journals,
academic reviews and reports of international
organizations. Granger, Huang, and Yang
(2000) and Ito and Hashimoto (2002) use
extreme jumps in exchange rates. Examples
for news-based currency crisis dating are
Glick and Rose (1999), Baig and Goldfajn
(1999), Nagayasu (2001), and Dungey and
Martin (2002).

The dating schemes discussed above are
based in an index of exchange market
pressure EMPI. The tails of the distribution
of EMPI are interpreted as results of
(un)successful speculative attack against the
currency of the country and have direct links
to currency crisis dates. A currency crisis is
signalled when EMPI;, is more than a
threshold above the mean. The threshold is in
terms of a number of standard deviations and
based on the arbitrary assumption that the
index follows a well-behaved normal
distribution EMPI~ N(0,0%p)

the normality condition need not necessarily
hold in this case due to ‘far tails’
(leptokurtic), skewness, or infinite second
moments. So, Pozo and Amuedo-Dorantes
(2003) suggest to use extreme value theory
which concentrates on the distribution of the
tails.” Here, extreme values of EMPI
determine the crisis dates, and there is no
need to set an arbitrary threshold value for
EMPI.

The distribution of EMPI can be
characterized by the tail parameter (a). Pozo
and Amuedo-Dorantes (2003) estimate the
parameter (a) of the fat tail of the EMPI

However,

7 Koedijk, Schafgans and De Vries (1990) applied
extreme value theory in the study of exchange rate
returns.
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distribution by using the Hill estimator (Hill,
1975).® The Hill estimator assumes stationary
and serially uncorrelated series. The series
EMPI = EMPI,.., EMPI, is ordered
according to ascending size in n categories
EMPI) <... <EMPI,. The Hill estimator of
a is defined as

A 1 1 m
y=—= _[E logEMPL,, , — 1ogEMP1n_m}
m
a t=1 .
e

where m is the largest number that is used in

A

the calculation of v, a consistent estimator

of y which is  distributed as

ml/l(;_ },) _ N(O,yz).

The estimator of I/a is computed for
of m. The estimation
procedure requires m(n) —o, but for a finite
sample it is not known to select m optimally.
There are three procedures to choose the
optimal value of m for finite sample. First
procedure is to use Hill’s plot. The values of
1/o is calculated for different m, then plot the
two parameters. The m-value is selected in
the region over which I/a is stable. The other
two procedures are recursive least squares
and Monte Carlo experiment. Pozo and
Amuedo-Dorantes (2003) suggest recursive

several values

A
least squares: 1/ o is regressed on a constant

- and  trend. added
successively which yields a series of fitted

Observation  are

values for 1/ o . The stable estimation of

8 An alternative is maximum likelihood (ML) proposed
by Akgiray, Booth and Seifert (1988). However,
Koedijk, Stork and De Vries (1992) argue that the Hill
estimator is more efficient than ML estimator.

1/ o is obtained if in certain value of m the
plot of recursive residuals outside the
standard error bands. The efficiency-bias
trade-off> 7 occurs in the last two methods. A
Monte Carlo experiment proposed by
Koedijk, Schafgans and De Vries (1990) and
Longin and Solnik (2001) can be employed
to find optimal m without bias and
inefficiency. The minimum MSE criterion of

A

¥ is used to select m for given n and degrees

of freedom.

CONCLUSION

We slightly modify two theoretical models of
currency crises in which related with
macroeconomic fundamentals. First model
show the inconsistencies between fiscal,
monetary and exchange rate policies and the
role of speculative attacks in forcing the
abandonment of a currency peg. In addition,
the exact timing of speculative attacks is
derived. Second model derive the
fundamentals determinant of the exchange
rate market pressure. Empirical studies on
currency crises took this mode! to calculate
EMPI and identify the tranquility and

currency crisis episodes.

Experimentation with the methods for a
panel of six Asian countries (Indonesia,
Malaysia, Singapore, South
Korea and Thailand) covering the period
January 1970-December 2002 revealed that
differences in currency crises chronologies
can indeed be large. The outcomes of ERW
and KLR more or less correspond; the other

Philippines,

® If one use an m is too low or using too few tail
observations, an estimate of « will be obtained with
too large a variance (inefficient). Contrary, the a
estimation will be biased due to including
observations that are not tail observations.
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three, FR, Z, and extreme value, deviate
(Lestano and Jacobs, 2002). Nevertheless,
there is scope for effective policy design
since significant indicators for currency
crises could be identified.
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