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Abstract- One of the arts in Surakarta culture is batik cloth. A batik is a form of heritage from the nation's ancestors whose manufacturing process 
must use specific tools and materials. Surakarta's typical batik has many patterns and motifs, such as Sawat, Satriomanah, and Semenrante. Pattern is a 
picture framework whose results will display the type of batik. A batik may resemble one type and another, so a classification technique is needed to 
determine the type of batik. This study aims to develop a classification method for batik cloth using the Naïve Bayes classif ication technique. The 
feature extraction used is the Gray Level Co-Occurrence Matrix (GLCM) to obtain texture values in each image. The stages in this research include 
pre-processing, feature extraction, classification, and testing. The training data in this study were 200 images for each Sawat, Satriomanah, and 
Sementrante class obtained from the data augmentation method by flipping, zooming, cropping, shifting, and changing the brightness of the images. 
The total sample data is 600 images. The amount of training data and data testing was divided three times (60% training and 40% testing), (70% 
training and 30% testing), and (80% training and 20% testing) for accuracy. In this study, the Naïve Bayes method using WEKA 3.8.6 tools obtained 
the best accuracy of 97.22% using a 70% percentage split compared to using 80% and 60% percentage splits with a result of 96.66%, this difference 
occurs due to differences in training data and test data. The results of this study indicate that the Naïve Bayes method can be used to classify batik 
cloth patterns based on texture feature extraction. 
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1. Introduction  

Indonesia has various types of cultural wealth, one of which 
was inherited by UNESCO is Batik cloth [1]i. This one cultural 
heritage has many styles and patterns. The diversity of the kinds 
of batik patterns is currently in great demand by various circles, 
both used for formal and non-formal events. Along with the 
development of the times, batik patterns also adjust to support 
the appearance. Batik comes from the Javanese "amba" and 
"nitik" which means to paint a wide dot on a writing medium [2]. 
The history of batik is also an art & culture from ancient times 
that ancestors used as a promotional medium to other countries 
[3]. The production of batik cloth is still done traditionally, 
namely by hand and wax as the main ingredient [4][5]. Two types 
of batik cloth can be identified directly, namely geometric & non-
geometric batik cloth, as shown in Figure 1. 

 
(a) (b) 

Figure 1. (a) Geometric Batik Pattern and (b) Non-geometric Batik 
Pattern 

 

Figure 1 is a type of geometric and non-geometric batik 
pattern. Geometry is usually in the form of symmetrical patterns 
such as squares, circles, and lines, for example, Parang batik. 
Non-geometric patterns describe an object such as a plant, 
temple, or animal, for example, batik Semenrante [6]. Each region 
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has a distinctive pattern with various styles [7]. Interest in batik 
has also penetrated other countries [8]. Many foreign tourists who 
come to Indonesia make batik cloth – an item that must be 
purchased to be brought back to their country of origin. The 
diversity of batik patterns makes it difficult to distinguish 
patterns. The attractiveness and uniqueness of a batik cloth make 
it difficult for people to know the type of batik pattern [9]. 
Classification of batik images requires the right method due to 
the level of symmetry and repetitive patterns [10]. Furthermore, 
batik cloth patterns can be introduced based on the patterns and 
motifs. The process of introducing batik cloth patterns can help 
people recognize the types of batik that exist. 

The times are very rapid, especially in technology [11]–[13]. 
Image processing is one of the techniques in developing machine 
vision to recognize and analyze data contained in a moving or 
non-moving image [14]. The image processing method is one 
example of technological developments used in various fields 
[15]. Image processing techniques can facilitate completion more 
than traditional techniques [16]. Other methods such as Linear 
regression, Back-propagation, Support Vector Machines, Logistic 
Regression, Naive Bayesian, Rocchio Method, Random Forest, 
Decision Tree, k-Nearest Neighbor, and Neural Network can 
also be used as classification techniques from image processing 
results [17] . The purpose of batik image recognition is to change 
and analyze image data into information. Part of recognizing an 
image includes data acquisition, image recovery, segmentation, 
and recognition [18]. Research using image processing techniques 
and classification methods to detect batik cloth patterns has been 
carried out by several previous researchers. Masa and Hamdani 
have classified the types of batik cloth patterns. The 
Convolutional Neural Network (CNN) and K-Means Clustering 
(K-MC) classification techniques used produce an accuracy value 
of 80% in sharpening [19].  

Another method used to detect batik cloth patterns is 
Backpropagation. Surya et al. have identified batik patterns using 
GLCM feature extraction and continued with the 
backpropagation classification technique resulting in the highest 
accuracy of 91.2% at epoch 100 [20]. According to research by 
Septiarini et al., the Naïve Bayes (NB) classification technique can 
be applied in classifying Samarinda sheath. The results obtained 
show that the application of combining color and texture features 
can reduce classification errors [21].  

This study uses the GLCM method because previous studies 
obtained good accuracy [22], [23], [24]. The application of the 
GLCM method as a feature extraction is seen from an angle of 
0°, 45°, 90°, and 135° using six features, namely dissimilarity, 
correlation, homogeneity, contrast, ASM, and energy. NB is used 
as a classification technique. NB is used because this method is 
widely implemented in similar studies and gets good results [25], 
[26]. This method is used to detect patterns of batik cloth types 
of Sawat, Sementrante, and Satriomanah based on the texture of 
the pattern of similar batik cloth patterns. 

This research uses the python programming language and 
WEKA tools. Python was chosen because this language is easy 
and widely used [27].  WEKA tools are used because they have 
many algorithms for data analysis [28], [29]. The device used for 
testing is an Acer Aspire E14 laptop with Intel(R) Core (TM) i7-
5500U CPU @ 2.40GHz 2.40 GHz processor specifications and 
4GB RAM support. The flow of this research includes research 
methods, results, discussion and ends with conclusions. 

2. Methods 

a. Data Collection 

The dataset collection technique uses dataset provider 
services on the internet with a distance of 25-30 cm between the 
object and the camera. This study used three types of batik cloth 
patterns, as shown in Figure 2. 

 
(a)   (b) 

 
(c) 

Figure 2. Batik (a) Sawat, (b) Semenrante, (c) Satriomanah 

 

Figure 2 shows the types of batik c patterns consisting of 
Sawat, Sementrante, and Satriomanah. The type of batik above is 
a typical Surakarta batik with the same level of similarity as the 
style. Every kind of batik cloth has 200 images. The total number 
of images produced is 600 images. The image data above is 
divided into training data and test data. The amount of training 
data and test data will be split three times (60% training and 40% 
testing), (70% training and 30% testing), and (80% training and 
20% testing) to compare the accuracy. 

b. Method Stages 

In this study, the method used is NB and GLCM 
classification as feature extraction. The research flow is shown in 
Figure 3. 

 

Figure 3. Research Flowchart Block 
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c. Pre-processing 

Improving an image's quality so that the next steps become 
easier is the goal of pre-processing. Pre-processing is carried out 
in two stages, namely cropping and aligning the pixel sizes of all 
images that have been cropped. Cropping reduces parts of the 
image that are not needed for further processing [30]. Equalizing 
pixel sizes in an image is useful for reducing processing time 
during computation. The results of cropping and equalizing 
image pixels are stored in the dataset folder [10]. The next 
process is changing the RGB image to an image with a grayscale. 
This process aims to facilitate calculations. Grayscale image 
conversion is carried out using equation (1) [31] [32]. 

)114.0587.0289.0( BGRGray                                           (1) 

Where gray is the variable pixel, R (Red), G (Green), and B 
(Blue) are variable color pixels in each color from red, green, and 
blue. 

This study also used data augmentation. Data augmentation is 
a technique for increasing the variety of data by adjusting an 
image's rotation, brightness, cropping, and flipping. 

d. Feature Extraction 

Feature extraction aims to obtain different patterns in an 
image so that the process of separating class categories in 
classification becomes simple. This study uses GLCM as texture 
feature extraction. 

GLCM is used to obtain results from texture features. GLCM 
is a technique for obtaining second order statistical values by 
calculating the probability of a close relationship between 2 pixels 
at a certain distance (d) and a certain angle (θ) [33]. The GLCM 
illustration for each batik style is calculated from the four angle 
directions, namely 0°, 45°, 90°, and 135° [34] shown in Figure 4. 

 

 

Figure 4. Co-occurrence Angle in GLCM 
 

 

In this study, there are 6 GLCM features used, namely 
dissimilarity, correlation, homogeneity, contrast, ASM, and 
energy.  

Dissimilarity measures the dissimilarity of textures in an 
image, and the resulting value will be large if the pattern is 
random and small if the pattern is uniform. Equation (2) shows 
the Equation of dissimilarity. 
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Correlation is an equation for measuring linearity in pixel 
pairs. The correlation equation is shown in Equation (3). 
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Homogeneity or homogeneity is a measure of image 
similarity. The value is high if all pixels have the same value. The 
homogeneity equation is shown in Equation (4). 
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Contrast is a measurement of the spatial frequency of the 
image. The contrast equation is shown in Equation (5). 
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Angular Second Moment (ASM) measures the uniformity of 
pixels in an image. The ASM equation is shown in Equation (6). 
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Energy is an equation of the gray-level inequality in an image. 
The energy equation is shown in Equation (7). 
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Where i is the matrix row, j is the matrix column, and P(i,j) is 
the general matrix element of row (i) and column (j). μi, μj is the 
average of the matrix's row and column elements. σi, σj are the 
standard deviations in the rows and columns of the matrix. 

e. Testing and Training 

This study uses the NB method in training during the 
classification process. NB is one of the classification techniques 
in machine learning to predict a phenomenon [35] and classify 
data that does not have a class [36]. This method is proven to 
produce higher accuracy and speed scores when the data is tested 
with a large dataset [37]. The Naïve Bayes theorem is shown in 
Equation (8) [38]. 
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Where Ci is the value of a class, C is the choice of class, t is a 
feature (one feature), and F is the number of features. The 
likelihood is a new belief in data. 

3. Result and Discussion 

This section shows the results of the proposed process. The 
processes include pre-processing, feature extraction, classification, 
and evaluation. Pre-processing and feature extraction are carried 
out using the Python 3.6.13 programming language, while the 
classification technique uses WEKA Tools 3.8.6 with feature 
values stored in the form of comma-separated values (CSV). 

a. Pre-processing 

Pre-processing applies data augmentation to increase the 
variation of data samples, such as rotation, enlarging or reducing 
objects, brightening objects, and shifting objects. The pixel size is 
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equalized to 50 × 50 pixels to shorten the imputation time. These 
three samples are used because they have a fairly high level of 
similarity in their patterns. Next, the result of the pixel change is 

converted into a scaled image. The results of the grayscale 
conversion can be seen in Table 1. 

 

Table 1. Gray Scale Image Results

Table 1 shows the conversion results from RGB images to 
grayscale images for each data sample. It converts RGB values of 
the image to grayscale values through an integrated weighted 
sum of the red, green, and blue elements. The value 0 represents 
black, and the value 255 represents white. The purpose of the 
conversion, as shown in Table 1, is for each image to have the 
same color to simplify the following process, namely texture 
feature extraction.  
 

b. Gray-Level Co-Occurrence Matrix (GLCM) 

The GLCM texture feature extraction results produce 24 
feature values for each batik image. Texture features include 
dissimilarity, correlation, homogeneity, contrast, ASM, and 
energy at angles of 0°, 45°, 90°, and 135°, respectively. The 
results of extracting texture features from batik patterns are 
shown in Tables 2 to 5.

 

Table 2. Texture Feature Extraction Results at an Angle of 0°

Based on Table 2, the test was carried out using texture feature 
extraction, namely GLCM. Each column shows the numerical 
results of each difference, correlation, homogeneity, contrast, 
ASM, and energy feature in the GLCM viewed from 0°. 
Calculations were carried out as in the sample presented in Table 
2, which consists of 200 sample data for each class of batik so 

that the GLCM method can be used to extract the texture of 
batik cloth in each type of Satriomanah, Sawat, and Semenrante 
classes. 

 

 

Types Of Batik Color Image Grayscale Image 

Sawat 

  

Semenrante 

  

Satriomanah 

  

                                 Texture Feature Extraction Results at an Angle of 0°  

Dissimilarity Correlation Homogeneity Contrast ASM Energy Class 

46.99911111 0.089065 0.021905 3555.704 0.000283 0.016816 Satriomanah 
53.00577778 0.044586 0.026949 4466.8 0.000283 0.01681 Satriomanah 
48.21688889 0.090643 0.029785 3920.056 0.000284 0.016857 Satriomanah 
51.85333333 0.035985 0.026865 4382.315 0.000277 0.016638 Satriomanah 

.. .. .. .. .. .. .. 
70.99688889 -0.01657 0.030041 8242.313 0.000314 0.017728 Sawat 
68.76222222 0.061645 0.031016 7998.792 0.000306 0.017487 Sawat 

65.352 0.155632 0.035189 7514.059 0.00031 0.017602 Sawat 
69.03333333 0.133967 0.092555 9706.246 0.001285 0.03585 Sawat 

.. .. .. .. .. .. .. 
37.92444444 0.017377 0.03663 2953.018 0.000364 0.01909 Semenrante 

41.904 0.053686 0.032979 3417.103 0.000335 0.018301 Semenrante 
42.22355556 0.032768 0.02999 3590.35 0.000343 0.01851 Semenrante 
45.04044444 0.074646 0.036828 4051.724 0.000337 0.018349 Semenrante 
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Table 3. Texture Feature Extraction Results at an Angle of 45° 

 

Based on Table 3, the test was carried out using texture feature 
extraction, namely GLCM. Each column shows the numerical 
results of each difference, correlation, homogeneity, contrast, 
ASM, and energy feature in the GLCM viewed from 45°. 
Calculations were carried out as in the sample presented in Table 

3, which consists of 200 sample data for each class of batik so 
that the GLCM method can be used to extract the texture of 
batik cloth in each type of Satriomanah, Sawat, and Semenrante 
classes.

 

Table 4. Texture Feature Extraction Results at an Angle of 90°

Based on Table 4, the test was carried out using texture feature 
extraction, namely GLCM. Each column shows the numerical 
results of each difference, correlation, homogeneity, contrast, 
ASM, and energy feature in the GLCM viewed from 90°. 

Calculations were carried out as in the sample presented in Table 
4, which consists of 200 sample data for each class of batik so 
that the GLCM method can be used to extract the texture of 
batik cloth in each type of Satriomanah, Sawat, and Semenrante 
classes. 

 

 

 

 

                                 Texture Feature Extraction Results at an Angle of 45°  

Dissimilarity Correlation Homogeneity Contrast ASM Energy Class 

46.60822306 0.100457921 0.029937671 3479.956994 0.000299835 0.017315757 Satriomanah 
53.62665406 0.011194437 0.025536971 4599.252363 0.000295592 0.017192788 Satriomanah 
48.4168242 0.091556012 0.029154717 3925.543478 0.000305531 0.017479435 Satriomanah 
50.29584121 0.078372068 0.026547902 4163.113422 0.000285988 0.016911188 Satriomanah 

.. .. .. .. .. .. .. 
70.99688889 -0.02267364 0.032553798 8343.129962 0.000314272 0.018032877 Sawat 
68.76222222 0.138310273 0.040451931 7438.231569 0.000305778 0.018376391 Sawat 

65.352 0.172035857 0.03497214 7450.73535 0.000309827 0.018388541 Sawat 
69.03333333 0.100712244 0.09035174 10316.12051 0.001285235 0.035065717 Sawat 

.. .. .. .. .. .. .. 
37.64886578 0.035832427 0.036907841 2806.111059 0.000367954 0.01918214 Semenrante 
43.28166352 -0.00626689 0.03265387 3695.354442 0.000359468 0.018959629 Semenrante 
42.6668242 0.027624783 0.035839987 3699.106333 0.000360808 0.018994935 Semenrante 
46.03024575 0.06734788 0.032852125 4156.059546 0.000344504 0.01856081 Semenrante 

                                 Texture Feature Extraction Results at an Angle of 90°  

Dissimilarity Correlation Homogeneity Contrast ASM Energy Class 

46.49822222 0.080419218 0.028121918 3479.956994 0.000276938 0.016641462 Satriomanah 
50.85111111 0.105553295 0.028628471 4599.252363 0.000286123 0.016915184 Satriomanah 
48.73377778 0.105750758 0.029505361 3925.543478 0.000281185 0.016768577 Satriomanah 
48.09066667 0.150316591 0.031897599 4163.113422 0.000279802 0.016727297 Satriomanah 

.. .. .. .. .. .. .. 
60.86711111 0.183810593 0.040568139 6660.850222 0.00032642 0.01806709 Sawat 
63.85866667 0.167361562 0.036726694 7184.274667 0.000317531 0.017819396 Sawat 
60.44622222 0.270291352 0.041375992 6814.012444 0.000324642 0.018017824 Sawat 
70.29688889 0.183321961 0.086965136 9898.932444 0.001155457 0.033992011 Sawat 

.. .. .. .. .. .. .. 
37.39644444 0.006963828 0.035793812 2865.046222 0.000352988 0.018787966 Semenrante 

41.252 0.057069879 0.031919986 3387.053778 0.000337185 0.018362603 Semenrante 
40.22933333 0.131567605 0.037288095 3248.367111 0.000337679 0.018376045 Semenrante 
47.18888889 0.087580104 0.030778962 4389.205778 0.000338469 0.018397531 Semenrante 
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Table 5. Texture Feature Extraction Results at an Angle of 135°

Based on Table 5, the test was carried out using texture feature 
extraction, namely GLCM. Each column shows the numerical 
results of each difference, correlation, homogeneity, contrast, 
ASM, and energy feature in the GLCM viewed from 135°. 
Calculations were carried out as in the sample presented in 
Table 2, which consists of 200 sample data for each class of 
batik so that the GLCM method can be used to extract the 
texture of batik cloth in each type of Satriomanah, Sawat, and 
Semenrante classes. 

c. Classification and Evaluation Methods 

Testing this method uses a data sample consisting of 600 
images, including 200 images of Sawat batik, 200 images of 
Semenrante batik, and 200 images of Satriomanah batik. The 
division of the dataset uses a percentage split. Percentage split is 
a feature that divides test data and training data with adjustable 
percentage values, which in this study were carried out three 
times, namely A, which is (60% training and 40% testing), B 
(70% training and 30% testing), and C (80% training and 20% 
testing). This process uses WEKA tools version 3.8.6 with the 
NB classification technique shown in Figure 5. 

 
 

Figure 5. Naïve Bayes Accuracy Chart 

 

 

Based on Figure 5, the highest accuracy graph is 
expressed in the percentage split (70%) with a total of 420 
training data samples, with 180 test data getting an accuracy 
rate of 97.22%. Accuracy results based on percentage split 
(60%) with total training data of 360 samples with 240 test 
data get an accuracy rate of 96.66%. Accuracy results based 
on percentage split (80%) with total training data of 480 
samples with 120 test data get an accuracy rate of 96.66%. 
The confusion matrix results in Figure 5 are explained in 
Tables 6 to 8. 

Table 6. Confusion Matrix percentage split 60% (360 training data) 

Experiment 
Prediction Class 

Sawat Semenrante Satriomanah 

Actual 
Class 

Sawat 79 0 0 

Semenrante 0 80 0 

Satriomanah 8 0 73 

Table 7. Confusion Matrix percentage split 70% (420 training data) 

Experiment 
Prediction Class 

Sawat Semenrante Satriomanah 

Actual 
Class 

Sawat 60 0 0 

Semenrante 0 62 0 

Satriomanah 5 0 53 

Table 8. Confusion Matrix percentage split 80% (480 training data) 

Experiment 
Prediction Class 

Sawat Semenrante Satriomanah 

Actual 
Class 

Sawat 41 0 0 

Semenrante 0 42 0 

Satriomanah 4 0 33 

 

                                 Texture Feature Extraction Results at an Angle of 135°  

Dissimilarity Correlation Homogeneity Contrast ASM Energy Class 

46.60822306 0.100457921 0.029937671 3479.956994 0.000299835 0.017315757 Satriomanah 
53.62665406 0.011194437 0.025536971 4599.252363 0.000295592 0.017192788 Satriomanah 
48.4168242 0.091556012 0.029154717 3925.543478 0.000305531 0.017479435 Satriomanah 
50.29584121 0.078372068 0.026547902 4163.113422 0.000285988 0.016911188 Satriomanah 

.. .. .. .. .. .. .. 
70.99688889 -0.02267364 0.032553798 8343.129962 0.000314272 0.018032877 Sawat 
68.76222222 0.138310273 0.040451931 7438.231569 0.000305778 0.018376391 Sawat 

65.352 0.172035857 0.03497214 7450.73535 0.000309827 0.018388541 Sawat 
69.03333333 0.100712244 0.09035174 10316.12051 0.001285235 0.035065717 Sawat 

.. .. .. .. .. .. .. 
37.64886578 0.035832427 0.036907841 2806.111059 0.000367954 0.01918214 Semenrante 
43.28166352 -0.00626689 0.03265387 3695.354442 0.000359468 0.018959629 Semenrante 
42.6668242 0.027624783 0.035839987 3699.106333 0.000360808 0.018994935 Semenrante 
46.03024575 0.06734788 0.032852125 4156.059546 0.000344504 0.01856081 Semenrante 
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Tables 6 to 8 display the data testing results using the 
confusion matrix. For example, Table 7, with training data 
of 420, with the class name "satriomanah" has 58 actual 
data and 53 data that are correctly predicted (TP). 
However, there is data that is also predicted incorrectly 
called (FN), which is 5 data. Evaluation of recall, precision, 
and accuracy can be seen in equations 11 to 13. 

FPTP

TP


Precision 

%100%1001
053

53
Precision 


 (11)

FNTP

TP
ecall


R 

%4.91%100913.0
553

53
R 


ecall (12)

%100
data test ofamount 

data ofamount correct 
Accuracy 

%22.97%100
180

175
Accuracy (13)

4. Conclusion 

This study develops a classification of batik cloth 
patterns using the NB method based on texture feature 
extraction. In this study, the highest accuracy was stated 
in the percentage split (70%), with a total of 420 training 
data samples with 180 test data obtaining an accuracy 
rate of 97.22%. Accuracy results based on percentage 
split (60%) with total training data of 360 samples with 
240 test data get an accuracy rate of 96.66%. Accuracy 
results based on percentage split (80%) with total 
training data of 480 samples with 120 test data get an 
accuracy rate of 96.66%. The test results used a 
confusion matrix based on the three categories 
mentioned, the test used a 70% percentage split to get 
the highest result of 97.22%. It can be concluded that 
this method has been successfully used as a process of 
classifying batik cloth patterns in this study. Subsequent 
research can add variety to datasets using other data 
collection methods and other feature extraction or 
classification techniques. 
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