Recommendation System to Propose Final Project Supervisor using Cosine Similarity Matrix
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Abstract: The selection of a supervisor is an important thing and one of the determinants of whether or not a student's final project research is successful. At the location of this research, students select a supervisor by considering his academic records and recommendations from classmates or seniors. Words of mouth dominate their motivation, and many students do not have a basis for their choice. Selection of the best-fit supervisor significantly impacts a student's progression. Students will be more enthusiastic about doing the final project and may get facilitation in their research because the topics of the student projects match the supervisor's interests and ongoing work. This study aims to make a recommendation system that suggests a supervisor for a student. The student fills in the title, abstract, and keywords of his proposal. The system gives suggestions to prospective supervisors by calculating the similarity of the data with titles, abstracts, and keywords of published articles found in Google Scholar. The recommendation system uses the content-based filtering method to produce a list of recommendations. The cosine similarity algorithm calculates how similar the topic proposed by students is to the lecturers' interests. In building a website-based recommendation system, the authors use Django web framework as the backend and ReactJS as the frontend. The application succeeds in suggesting final project supervisors that match lecturers' interests and expertise with students' proposals.
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I. Introduction

A final project is a common requirement for students to graduate from a university. This final project is typically the ultimate scientific work of a student in completing his or her undergraduate education study period. In the final project, students are accompanied by a supervisor. It is the supervising lecturer who will become a partner in collaboration between students and lecturers in carrying out the research that has been submitted. The supervising lecturer also functions as a facilitator for students if students experience difficulties or doubts in the research process. The supervising lecturer must also master the field that is in accordance with the topic taken by the student so that the research results are maximized, therefore the role and suitability of the research field of a supervisor is vitally important.

In the department where this research takes place, the selection of supervisors is mostly done manually and independently by students. Students choose their supervisors directly when the study planning phase takes place. The selection of supervisors is roughly based on personal knowledge related to the specialization of lecturers and is also based on research carried out by students themselves with minimal data sources, some of which are sourced from classmates or from seniors who have graduated. There are even students who choose a supervisor without a special reason regardless of whether the lecturer matches their interests or the topic they are going to propose.

From the problems above, the authors see the urgency of building a recommendation system to help students determine supervisors. A recommendation system serves to sort through large amounts of data to identify user interests and make it easier to find information and form decisions [1]. A recommendation system is also an information filtering system used to predict the rating or preference that will be given to a user on an item such as music, books, movies, and documents. The recommendation system model can be built from the characteristics of an item (content-based filtering) or with a user environment approach (collaborative filtering approaches) [2] which will also be used in this study.

Content-based filtering works using an item’s feature to recommend other items that are similar to what the user likes. It is also one of the most successful recommendation techniques, which is based on correlation between content. It uses item information represented as attributes to calculate similarity between items [3]. However, this strategy also has weaknesses, one of which is that this method cannot produce appropriate recommendations if the content analyzed for an item does not contain information suitable for categorization [4]. There are several methods that can be used to calculate similarity between content such as Euclidean distance, cosine similarity and Manhattan distance. Research conducted by Fathin in 2019 which compared the results of calculations between cosine similarity and Euclidean distance showed similarity values and had the same
level of accuracy [16]. In this study, the method used to compare the similarity between content using cosine similarity.

There have been several studies conducted on the topic of selecting a final project supervisor. One of them is done by Asrul in 2018 who used the Analytical Hierarchy Process (AHP) method to build a decision support system for selecting supervisors. In the AHP method, the weighting of the criteria is carried out by experts, which is very subjective because the scoring of the criteria depends on each expert [17]. There is another research conducted at the Department of Computer Science/Informatics, Faculty of Science and Mathematics, Diponegoro University regarding the supervisory lecturer selection system, in this study using the Vector Space Model (VSM) as a method of matching the strings of student research titles and research that has been carried out by lecturers [18].

This study uses data from lecturers’ publications, the abstracts of which have been published on the Google Scholar page. Data retrieval is done by scraping each lecturer’s Google Scholar profile page. This data will be the knowledge base in building a recommendation system model which will then produce information in determining the appropriate supervisor for students. Data taken from Google Scholar includes titles, abstracts and keywords from lecturer publications. To the best of the authors’ knowledge, this research is the first research in Indonesia that uses data from Google Scholar to build a recommendation system.

The purpose of this recommendation system is to produce a list of final project supervisors that are in accordance with the topics proposed by students, and can make it easier for students to choose suitable supervisors based on the proposed topic.

2. Methods

In conducting this research, we first collect publication data from Google Scholar, followed by the initial preparation of the data. The data that is ready is then fed to the main algorithm. A website was built to embed the recommendation system, which is the main interface between the system and the user. The details are as follows.

A. Data Collection

The data was taken by doing web scraping on the Google Scholar profile page for each prospective supervisor.

Web scraping is the process of retrieving a semi-structured document from the internet, which is generally in the form of web pages in a markup language such as HTML or XHTML, then analyzing the document to retrieve certain data that is used for several purposes. In this study, the author uses Python to do web scraping with the help of third party libraries such as Selenium, BeautifulSoup, Requests, and CSV, which then the data from the web scraping is saved into a CSV file for processing to the next stage. This data set has 603 rows and 4 attributes as shown in Table 1.

<table>
<thead>
<tr>
<th>Number</th>
<th>Attribute</th>
<th>Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Name</td>
<td>Supervisor’s name</td>
</tr>
<tr>
<td>2</td>
<td>Title</td>
<td>Research title</td>
</tr>
</tbody>
</table>

Table 1. Description of the supervisor’s research data attributes

B. Data Preprocessing

Data preprocessing is one of the main stages in the knowledge discovery process, although this stage is not as popular as other stages such as data mining, preprocessing actually involves more time and effort in the entire data analysis process [5]. Data from web scraping is generally in the form of raw data, such as there are still HTML elements that are accidentally taken. There are also non-alphanumeric characters and incomplete rows. The presence of data inconsistencies and noise contained in the dataset can affect the performance of the machine [6]. Data preprocessing also serves to improve the data format and to clean interference and noise from the raw data [7]. The following are some of the data preprocessing steps performed here.

1. **Punctuation Removal** is the process of removing characters that are not included in the letters of the alphabet because of other characters such as punctuation marks and non-alphanumeric characters (except spaces) such as ‘#%&()^+=,-./:;<=>@\[_`{]~’ can affect the accuracy of the analysis. In this study the author uses python to clean punctuation and non-alphanumeric characters.

2. **Case Folding** to change all uppercase letters in the document to lowercase letters.

3. **Tokenization**, which is shown in Table 2, is a process to divide or break texts in the form of sentences, paragraphs, or documents into tokens. In linguistics, token is the smallest unit in a text. This token will help to understand the context and for the development of the NLP model. Tokenization will also be useful for interpreting the meaning of the text by analyzing the order of words.

4. **Stop-words removal**, which is the process of taking only important words. In general, in a text there are words that commonly appear such as prepositions, conjunctions, pronouns, and others. These words do not provide much information in the text. Removing less informative words from the text can give the engine more focus to process only the words that are important. In other words, removing less informative words will not have a negative impact on the vector, and will be more efficient from the processing side.

Word vectorization is a methodology in NLP to map words or phrases from vocabulary into a vector of real numbers and to determine word predictions or word/semantic similarity. By doing word vectorization on the supervisor’s research text, the machine can process it as a vector of real numbers no longer as a collection of words. To represent a document, it is necessary to convert it into a vector form, so that it can be processed by machines [8]. The use of Term Frequency (TF) and Inverse

Table 2. Tokenization Process

<table>
<thead>
<tr>
<th>Original Text</th>
<th>After Tokenization</th>
</tr>
</thead>
<tbody>
<tr>
<td>'rancang bangun aplikasi pembelajaran hadist'</td>
<td>'rancang', 'bangun', 'aplikasi', 'pembelajaran', 'hadist'</td>
</tr>
</tbody>
</table>
Document Frequency (IDF) schemes has proven to be a powerful algorithm in processing text data or other purposes [9]. TF-IDF uses word frequency and document frequency to produce weighted words that are used to represent documents [8]. Terms of word frequency or document frequency in the TF-IDF approach are usually used to weigh each word in a text document according to its uniqueness [10].

C. Data Processing: Cosine similarity

Recommendation systems have several algorithms such as content-based filtering, collaborative filtering, and a combination of the two [1], [11]. In this study, the author uses a content-based filtering algorithm as a method to determine the results of recommendations from supervisors. The content-based used is the text of titles, abstracts, and lecturers’ research keywords. Recommendation systems using this technique have similarities with other techniques in terms of item descriptions, user profiles, and techniques for comparing profiles with items to identify the most suitable recommendation results for users [2]. One of the methods used to measure the closeness between texts is the cosine similarity method, which will be used here.

Cosine Similarity is a method used to measure the similarity between two text documents which are considered as vectors [12]. Cosine similarity is also a matrix that is widely implemented in information retrieval and is often applied in comparing the similarity of two texts (sentences, paragraphs or entire documents), the similarity between two documents is obtained by calculating the cosine value of the vectors between documents [13]. In this study, the method to calculate the similarity between the lecturer’s research and the topic that will be proposed by students is by comparing the similarity of the title, abstract, keywords of potential supervisors’ research with those of the student-submitted proposals. The value of cosine similarity between vectors can be calculated by the following equation:

\[
cos \alpha = \frac{A \cdot B}{|A||B|} = \frac{\sum_{i=1}^{n} A_i B_i}{\sqrt{\sum_{i=1}^{n} (A_i)^2} \sqrt{\sum_{i=1}^{n} (B_i)^2}}
\]

where:

- \(A = \) Vector \(A\), is the lecturer’s research vector
- \(B = \) Vector \(B\), is a vector of topics proposed by students
- \(A \cdot B = \) dot product between vector \(A\) and vector \(B\)
- \(|A| = \) vector length \(A\)
- \(|B| = \) vector length \(B\)
- \(|A||B| = \) cross product between \(|A|\) and \(|B|\)

Further explanation and illustration of this cosine similarity calculation can be seen in sections 3.A and 3.B.

D. Implementation and Interface

A website is created as an interface between the recommendation algorithm and users, namely students. The system is built using the Python programming language, and the interface is built using Django, a web framework built on top of Python. Here Django is used as the back-end of the web system, which is in charge of providing the data needed by the user. Testing has also been carried out on this information system [15]. A more detailed description can be found in the next section.

3. Development Process and Results

This section will detail the stages of development carried out and their results. The first is preprocessing, where the data is cleaned and formed into tokens, then the clean data is fed to the recommendation algorithm. The next stage is the implementation of this recommendation system into a web framework.

A. Preprocessing Stage

A total of 603 web scraping datasets from the Google Scholar page have 4 attributes. Then the dataset will be reduced to 2 attributes as shown in Figure 1, with the aim of simplifying the next preprocessing process. Before being used as a vector and measuring its proximity, the data is first cleaned of noise. Furthermore, the data will go through the tokenization process. Data in the form of long sentences will be broken down into words or into a token. Then after that has becomes a token, the data will enter the stopword process. Words that appear frequently in the document, and those words are listed in the stoplist, will be removed. For example the words 'at', 'and', 'to'.

<table>
<thead>
<tr>
<th>Nama</th>
<th>Judul</th>
<th>Abstrak</th>
<th>Keyword</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heru Supriyono, S.T., M.Si., PHD</td>
<td>Rencang bangun aplikasi pembelajaran hadis unik di era digital</td>
<td>Android, pembelajaran hadis unik, berbagi ilmu</td>
<td></td>
</tr>
<tr>
<td>Heru Supriyono, S.T., M.Si., PHD</td>
<td>Pemilihan rumah tinggal menggunakan metode wisata</td>
<td>Pemilihan rumah tinggal, metode wisata, penggunaan metode</td>
<td></td>
</tr>
<tr>
<td>Heru Supriyono, S.T., M.Si., PHD</td>
<td>Rencang bangun media pembelajaran dan game edu</td>
<td>edukative game, interactive learning media, gam</td>
<td></td>
</tr>
</tbody>
</table>
After the data undergoes several processes until the data becomes a token, the next step is the data will be converted into a vector using the TF-IDF method with an n-gram range of 1-2 words. In linguistics and computational probability, an n-gram is a contiguous sequence of n items from a text. The N-gram will give the probability of the next word that can help in understanding the meaning of a text. The essence of this method is to calculate the TF and IDF values of each keyword against each document. The TF-IDF value can be calculated using the equation:

\[
\text{weight}_{ij} = \text{tf}_{ij} \times \ln \left( \frac{N+1}{df_i+1} \right) + 1
\]

Note:
- \( \text{tf}_{ij} \) = Many words on document \( j \)
- \( N \) = Total documents
- \( df_i \) = Many documents contain the word \( i \)

There are 2 abstracts as follows:
d1 = “Design and build a Hadith learning application”
d2 = “child-based learning application”

Suppose we want to calculate the weight of the word "child" in abstract d2, because the word "child" appears once in abstract d2, the calculation of the weight of the word "child" becomes:

\[
\text{weight}_{\text{anak},d2} = \ln \ln \left( \frac{N+1}{df_i+1} \right) + 1 = 1 \times \left[ \ln \ln \left( \frac{N+1}{df_i+1} \right) + 1 \right] = 1 \times 1.40 = 1.40
\]

Table 3. TF-IDF calculation results

<table>
<thead>
<tr>
<th>Term</th>
<th>d1</th>
<th>d2</th>
<th>tf</th>
<th>tf-idf</th>
</tr>
</thead>
<tbody>
<tr>
<td>anak</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0.00</td>
</tr>
<tr>
<td>anak usia</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0.00</td>
</tr>
<tr>
<td>aplikasi</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>aplikasi pembelajaran</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1.40</td>
</tr>
<tr>
<td>bangun</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1.40</td>
</tr>
<tr>
<td>bangun aplikasi</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1.40</td>
</tr>
<tr>
<td>berbasis</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0.00</td>
</tr>
<tr>
<td>hadist</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1.40</td>
</tr>
<tr>
<td>pembelajaran</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1.40</td>
</tr>
<tr>
<td>pembelajaran anak</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1.40</td>
</tr>
<tr>
<td>pembelajaran hadist</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1.40</td>
</tr>
<tr>
<td>rancang</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1.40</td>
</tr>
<tr>
<td>rancang bangun</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0.00</td>
</tr>
<tr>
<td>usia</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1.40</td>
</tr>
<tr>
<td>usia berbasis</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0.00</td>
</tr>
</tbody>
</table>

B. Model Recommendation System

Data that has become a vector will be measured for its proximity to the input vector of the title, abstract and keywords of the students. In this study, the measurement of proximity between vectors is calculated using the cosine similarity method, which is the method used to measure the similarity between vectors. In the previous stage, the vector values for each lecturer’s research have been represented by vector A (taken from column d1 in Table 3) and the value of each student input will be represented by vector B (taken from column d2 in Table 3).

Vector A = \([0.0, 0.0, 1.0, 1.0, 1.4, 1.4, 1.4, 1.0, 0.0, 0.0, 1.4, 1.4, 1.4, 0.0, 0.0, 0.0]\)
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The route/resis function is to handle when students successuly authenticate, as well as handle students in filling out the title, abstract, research keyword forms as shown in Figure 3. In this route students will also get results from the recommendation model in the back-end process data input from students, which will then be forwarded to the recommendation model in the back-end system and will be returned with the recommendation results.

The route/resis function is to handle when students successuly authenticate, as well as handle students in filling out the title, abstract, research keyword forms as shown in Figure 3. In this route students will also get results from the recommendation model in the back-end system and will be returned with the recommendation results.

C. System Implementation
The website system is designed as an interface for students, as well as being used as an implementation of a recommendation system to select project supervisors. The flow of the system runs in one direction starting from students entering the title, abstract and keywords. Then the system will perform computations to produce suitable recommendation lecturers based on input from students.

The website system is built using Django as the back-end and ReactJs as the front-end. Inside Django there is a project directory structure as shown in Figure 2, each directory has its own function, the backend directory as the base project which contains the config and settings of the Django apps, then in the reksis_back-end directory functions as apps that will handle requests- requests and data processing from the front-end. Likewise in ReactJs there is also a directory structure that has its own function, the node_modules directory serves as a place to store packages needed by ReactJs such as bootstrap, multiple select, redux, etc. Then the public directory is used to store assets such as images, icons, and html files, the last is the src directory, in this directory there are javascript files that are useful for handling the components needed in making the user interface.

In Tables 4 and 5 there are 6 endpoints consisting of 2 POST methods and 4 GET methods, each endpoint has its own function, the rest-auth/google endpoint serves as a path to use OAuth2 google authentication to enter the website. Then the api/keyword endpoint serves to provide keywords that will be used by students, there are 2466 keywords that come from the research of the supervisor on the Google Scholar page. Furthermore, the api/reksis endpoint serves as a pathway to process data input from students, which will then be forwarded to the recommendation model in the back-end system and will be returned with the recommendation results.

Table 4. List of endpoints on back-end

<table>
<thead>
<tr>
<th>Method</th>
<th>Endpoint</th>
<th>Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>GET</td>
<td>api/keyword</td>
<td>Provide keyword data</td>
</tr>
<tr>
<td>GET</td>
<td>api/dosen</td>
<td>Provide supervisor lecturer data</td>
</tr>
<tr>
<td>POST</td>
<td>api/reksis</td>
<td>Perform data processing and provide recommendation data</td>
</tr>
<tr>
<td>POST</td>
<td>api/auth/google</td>
<td>Sign in with OAuth2 Google</td>
</tr>
<tr>
<td>GET</td>
<td>api/auth/logout</td>
<td>Log out of the system</td>
</tr>
</tbody>
</table>

Table 5. List of routes on the front-end

<table>
<thead>
<tr>
<th>Method</th>
<th>Route</th>
<th>Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>GET</td>
<td>/</td>
<td>Show main page</td>
</tr>
<tr>
<td>GET</td>
<td>/reksis</td>
<td>Filling data by the user and displaying recommendation results</td>
</tr>
<tr>
<td>GET</td>
<td>dosbing</td>
<td>Displays a list of supervisors</td>
</tr>
<tr>
<td>GET</td>
<td>about</td>
<td>Showing the about page</td>
</tr>
</tbody>
</table>

Figure 3 is the main page when the website is accessed by students. This page is accessed using route/, on this page there will be two buttons, the "select dosbing" button and the "acquaintance" button. The "select dosbing" button will then be redirected to google’s OAuth2 system, to authenticate.

Figure 2. ReactJs and Django directory structure

Figure 3. Website main page

The route/reksis function is to handle when students successuly authenticate, as well as handle students in filling out the title, abstract, research keyword forms as shown in Figure 4. In this route students will also get results from the recommendation system. The results of this recommendation system can be seen in Figure 5.
The system testing stage is the last stage that focuses on the final result and the features contained in the system. Table 6 shows the system testing with a black box which is a test where the system is directly faced with the user to interact and the system is able to respond properly and as planned.

Table 6. Black Box Testing

<table>
<thead>
<tr>
<th>Function</th>
<th>Input</th>
<th>Output</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main page</td>
<td>Access the website</td>
<td>Show main page</td>
<td>Valid</td>
</tr>
<tr>
<td>Login page</td>
<td>Enter Gmail and Password</td>
<td>Displays the page for filling out the recommendation system form</td>
<td>Valid</td>
</tr>
<tr>
<td>Recommendation page</td>
<td>Input data such as title, abstract and keywords</td>
<td>displaying the results of the supervisor's recommendation</td>
<td>Valid</td>
</tr>
<tr>
<td>Supervisor list page</td>
<td>Access the supervisor list page</td>
<td>Displays a list of supervisors</td>
<td>Valid</td>
</tr>
</tbody>
</table>

4. Conclusion

There have been several previous studies with the same topic as decision support systems using the Analytical Hierarchy Process (AHP) method in which the method is subjective depending on the expert in weighting the predetermined criteria [17]. Then there is also research conducted at the Department of Computer Science/Informatics, Faculty of Science and Mathematics, Diponegoro University with the Vector Space Model (VSM) method which is used to compare the strings of research titles between lecturers and students to build a recommendation system [18]. While the recommendation system built in this study uses the basis of comparison between title strings, abstracts, keywords from lecturer research and topics to be proposed by students with data sources from Google Scholar.

Data from web scraping from Google Scholar is still raw and rather polluted data, it still has to go through various processes before the data can really be used. Then the functionality of the recommendation system in general functions as planned. In the UMS Informatics study program, there are lecturers who have a tendency to have interests and expertise in the field of networking and this recommendation system will also recommend the lecturer if given input on topics about networking. Thus, it can be concluded that this research is in accordance with the objectives.

Recommendation systems utilizing content-based filtering method will depend heavily on the content in each item. More contents in the item, generally leads to better recommendation results. On the other hand, having more content will affect the execution time: the greater the content, the greater the time required by the system to perform calculations.
Content-based filtering also has weaknesses, because this method is very dependent on the content of the item. It is possible that this method cannot produce appropriate recommendations if the content analyzed for an item does not contain information suitable for categorization, or the item does not have enough content to categorize.
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