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Abstract - Data from the Ministry of Civil Works and Public Housing (Kementrian PUPR) in 2019 shows that around 
81 million millennials do not own houses. Government Regulation Number 25 of 2020 on the Implementation 
of Public Housing Savings, commonly called PP 25 Tapera 2020, is one of the government’s efforts to ensure that 
Indonesian people can afford houses. Tapera is a deposit of workers for house financing, which is refundable after the 
term expires. Immediately after enaction, there were many public responses regarding the ordinance. We investigate 
public sentiments commenting on the regulation and use Support Vector Machine (SVM) in the study since it has a 
good level of accuracy. It also requires labels and training data. To speed up labeling, we use the lexicon-based method. 
The issue in the lexicon-based lies in the dictionary component as the most significant factor. Therefore, it is possible 
to update the dictionary automatically by combining lexicon-based and SVM. The SVM approach can contribute to 
lexicon-based, and lexicon-based can help label datasets on SVM to produce good accuracy. The research begins with 
collecting data from Twitter, preprocessing raw and unstructured data into ready-to-use data, labeling the data with 
lexicon-based, weighting with TF-IDF, processing using SVM, and evaluating algorithm performance model with a 
confusion matrix. The results showed that the combination of lexicon-based and SVM worked well. Lexicon-based 
managed to label 519 tweet data. SVM managed to get an accuracy value of 81.73% with the RBF kernel function. 
Another test with a Sigmoid kernel attains the highest precision at 78.68%. The RBF kernel has the highest recall result 
with a value of 81.73%. Then, the F1-score for both the RBF kernel and Sigmoid is 79.60%.
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1.	 Introduction
 

Based on data from the Ministry of Public Works 
and Public Housing (Kementrian PUPR) in 2019, 
there were around 81 million millennial generations (or 
equivalent to 30% of Indonesia’s population) who did not 
own homes [1]. In other data sources, there are about 11 
million households (KRT) who have an income below Rp. 
8 million who do not own a house and this number is 
equivalent to 15% of the total 71 million KRT. For the 
top 10 provinces with the percentage of households who 
do not own a house, Jakarta is at the top. The illustration 
is that two out of five households in the capital city do not 
yet own a house, the percentage is indeed large. Of the 3 
million households in Jakarta, 41 percent do not own a 
house [2].

From this data, the government is trying to make 
Indonesian people have a place to live. One of them is 
through the making of Government Regulation Number 

25 of 2020 concerning the Implementation of Public 
Housing Savings or commonly called PP 25 Tapera of 
2020. Tapera is a term deposit by workers for housing 
financing, or it can also be returned after the time expires. 
The amount of this savings is 3% of the salary received 
by workers with a division of 0.5% from the employer 
or in this case the company and 2.5% from the workers 
themselves [3].

There have been many responses from the public 
regarding this regulation. Their responses varied, ranging 
from those who rejected this regulation, those who 
supported it, or those who were neutral. Twitter social 
media is one of the media for delivering public feedback 
regarding the implementation of this regulation. From 
their responses, the sentiments of the community regarding 
the implementation of this regulation can be seen. It takes 
a suitable research model for sentiment analysis, such as 
using Naïve Bayes, Support Vector Machine (SVM), 
KNN, and so on. From several sentiment analysis studies, 
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the algorithm that has a better level is the Support Vector 
Machine (SVM) [4].

SVM has better results as evidenced in several 
previous studies, including research on Sentiment Analysis 
on Tourism Objects in Central Java. The results of this 
study conclude that SVM has a higher accuracy result of 
approximately 10% than Naïve Bayes [5]. Other research 
on Comparative Analysis of Accuracy and Processing Time 
in SVM and KNN Algorithms shows SVM is slightly 
superior in accuracy compared to KNN [6]. Based on 
the research examples above, SVM has good accuracy 
results in the sentiment analysis process. However, the 
implementation of SVM in addition to requiring training 
data also requires labels and usually the data to be tested is 
data in large quantities so manual labeling will take a long 
time [7].

Based on the previous explanation, there needs to 
be a method to label, using opinion words or sentiment 
words, which words express a positive sentiment or 
negative sentiment. One of the labeling methods that can 
be used is the lexicon-based method. Lexicon-based is a 
method to be able to determine sentiment or polarity of 
opinion through several functions of opinion words in 
documents or sentences based on the lexicon dictionary [8]. 
Dictionaries are an important component in systems that 
use lexicon-based methods. The difficulty that occurs in the 
lexicon-based method lies in determining or updating the 
dictionary by humans. For that, it can be done by updating 
the dictionary automatically by combining lexicon-based 
with machine learning [9]. 

The above notion becomes the basis for the 
formation of a combination of SVM and lexicon-based. 
SVM approach can contribute to lexicon-based methods, 
and lexicon-based can help label datasets in SVM. This 
combination is carried out sequentially, using lexicon-
based to determine the sentiment value, and the lexicon 
result data is used as labeling data for the Support Vector 
Machine. In other words, this combination makes lexicon-
based a means to transfer learning to SVM in the hope that 
the combination of methods and algorithms can contribute 
to the sentiment labeling process to get good accuracy. [10].

2.	 Method

The research method used to conduct this research is 
to apply a combination of lexicon-based and support vector 
machines, where lexicon-based as a data labeling method 
with sentiment values and labeling results data is used by 
SVM. The dataset used comes from Twitter regarding the 
implementation of PP Tapera No. 25 the Year 2020. 

Figure 1 shows the stages of the research carried out, 
including the stages of data collection that produces research 
datasets, then from the research datasets, preprocessing data 
is carried out, then followed by the data labeling process 
with lexicon-based, then the TF-IDF weighting process, 
processing with SVM, and the last is the evaluation process 
using the confusion matrix.

Figure 1. Research Steps

a.	 Data collection
The dataset used in this study is a dataset originating 

from Twitter response regarding PP Tapera No. 25 of 
2020. The data collection method used is by using the 
help of Octoparse tools. After getting the Twitter URL 
about the dataset, then the URL is entered into octoparse. 
After entering the URL, next set up the data pagination 
process which has a function to extract data through 
different pages. The data extraction process will run and 
will be completed when the data is considered exhausted. 
Figure 2 is the dataset that was successfully collected in the 
data collection process. Later what will be used is only the 
Tweet column. 

Figure 2. Research Dataset 

b.	 Data Preprocessing 
The data that has been obtained, will previously go 

through a preprocessing process which has the aim of 
changing data that is still rough, unstructured, and has a 
lot of noise, into data that is ready to be processed [11] The 
preprocessing process applied consists of 5 stages which are 
depicted in Figure 3.

Figure 3. Preprocessing Steps

The first preprocessing stage is cleansing, the cleansing 
stage functions to remove punctuation characters, as well 
as characters that are not needed. Next is case folding to 
change the text of various tweet data consisting of lowercase 
and uppercase letters into all lowercase letters. Next, we 
have the tokenizing stage to change or break sentences into 
word-for-word parts. The stopwords stage has a function 
to remove words that are considered general and have no 
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meaning. Finally, the stemming stage is to change all the 
words into the basic form of the word, and the dataset is 
considered ready to be used for the research process.

c.	 Data Labeling
After performing the data preprocessing process, 

the next step  is the data labeling process. Data labeling is 
needed to transfer learning to SVM, and since manual data 
labeling takes a long time, a lexicon-based method is needed. 
Lexicon-based labeling is a method to determine sentiment 
or polarity of opinion through several functions of opinion 
words in documents or sentences [8]. Lexicon-based labeling 
is used to give positive or negative weight to each word that 
appears based on the lexicon or a compiled dictionary that 
stores words with positive and negative sentiments [12]. 

 The lexicon labeling process requires a dictionary as a 
reference to calculate the polarity of opinion or sentiment. 
The dictionaries used in this study are compiled based on 
small dictionaries provided by evanmertua34’s github 
repository with links https://github.com/evanmartua34/
Twitter-COVID19-Indonesia-Sentimen-Analysis---
Lexicon-Based. These small dictionaries consist of a small 
dictionary of positive and negative lexicon from Inset 
(Indonesia Sentimen Lexicon) belonging to Fajri Koto, and 
Gemala Y. Rahmaningtyas), then there is a small dictionary of 
lexicon sentiment words, then there is also a small dictionary 
of lexicon swear words which contains the words - swear 
words, as well as other small dictionaries. Later all the small 
dictionaries will be combined into a main lexicon dictionary 
for the data labeling process. The stages of making the main 
lexicon dictionary are described in Figure 4.

Figure 4. Making a Lexicon Based Dictionary

The next step is the process of labeling the dataset with 
the created lexicon dictionary. The labeling process is done by 
checking the sentiment words or opinion words contained 
in each tweet data, then the weight is calculated based on 
the lexicon dictionary. The results of the calculation of the 
value/weight of sentiment or opinion words in each tweet 
data are accumulated to see the results of labeling the tweet 
data. If the accumulated weight value in each tweet data is 
more than 0 (> 0), then the tweet is labeled positive. If the 
accumulated result is less than 0 (<0), the tweet is labeled 
negative. Meanwhile, a tweet is consedered neutral, if the 
accumulated results are equal to 0. More or less, the equation 
is as follows [13]:

                     (1)

The data labeling process with the lexicon dictionary is 
shown in Figure 5.

Figure 5. Data Labeling Process

d.	 Term Weighting
After carrying out the data labeling process, the next 

step is term weighting process with TF-IDF. Because basically 
the machine can only process numbers, then each word in 
the document will be given a weight or frequency value, and 
then the result of this weighting process is a vector value, later 
the vector value will be entered into a vector space for later 
use for the testing process algorithm after this [14]. 

The weighting process with TF-IDF is shown in Figure 
6. The dataset that has gone through the data labeling process 
will then be divided into 80% composition for training, and 
20% for testing. The next step is to calculate the TF or Term-
Frequency value based on the number of occurrences of each 
word in the document. Then, calculate the DF or Document-
Frequency, which is to calculate the value of the number of 
documents that have terms, then calculate the value of N 
to count the entire number of existing documents. Next, 
calculate the Inverse Document Frequency from DF and N. 
After the TF and IDF values are obtained, then we do the 
calculation [15]. The results of this calculation will produce 
a word weight. The TF-IDF results from the data train will 
become a learning model using SVM and the learning model 
is tested by the testing data.
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The TF-IDF calculation equation is shown through the 
equation below:

                                     (2)

                                                        (3)

 			                            (4)
	
with:
TF		 = Word weight of each document
ft,d 		  = Number of occurrences of term in document
IDF	= Inverse weights in DF documents
DF	 = Number of documents containing Term
Wt,d 	 = TF-IDF Weighting

Figure 6. TF-IDF Weighting Steps

e.	 SVM Processing
After going through the weighting process, the next 

step is to do sentiment analysis with SVM. SVM or Support 
Vector Machine is one of the algorithms with supervised 
learning category for data classification needs [16]. The 
working concept of SVM is to find the best hyperplane 
that separates two classes in the input space. Maximum 
Marginal Hyperplane calculation is used to obtain the best 
hyperplane in separating two classes [17].

The SVM illustration can be seen in the equation as 
shown in Figure 7.

Figure 7. Hyperplane Support Vector Machine [26] 

In obtaining the hyperplane, the following equation 
can be used:

	                                                            (5)

xj is tuple and  is class label with i = 1... . N, xj  Rd 
and  yj  {-1,1}. The equation is as follows [18]:

                                (6)

Although it is explained that the hyperplane separates 
two classes in the input space, SVM has been developed 
to be able to overcome the problem of more than two 
classes or non-linear classifiers by using the kernel trick 
concept [19]. By using the kernel trick, it can make it 
easier to solve non-linear problems by entering data in a 
high-dimensional space [20]. The equations of each SVM 
kernel function can be seen in Table 1.

Table 1. Kernel Equation

Kernels Equality

Linear

RBF

Polynomial

Sigmoid

Each kernel function in SVM has certain parameters 
that are used for the testing process in this research. The 
parameters used are described in Table 2. These parameters 
are general parameters that are often used. The C value 
is the most common for all SVM kernels. The gamma 
parameter (γ) is used to determine the level of proximity 
between two points, making it easier to find a hyperplane 
separator that is consistent with the data. The degree (d) 
parameter has a function to help map data from the input 
space to a higher dimension space in the feature space, so 
that in the new dimension a consistent hyperplane can be 
found. The parameter coef0 serves as an independent value 
[21].

Table 2. SVM Kernel Parameters

Kernels
Parameter

C Gamma () Degree (d) Coef0

Linear

RBF

Polynomial

Sigmoid

The processing stage with the Support Vector 
Machine (SVM) in this study is described in Figure 8. The 
data that has passed the weighting process with TF-IDF, 
then entering the process of determining the parameters 
used for each kernel function. Then carry out the process 
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of testing the data train with kernel functions that already 
have certain parameters. Testing the data train produces a 
learning model that is used by the test data. The result of 
the test data is a model accuracy result of each SVM kernel 
function.

Figure  8. SVM Processing Steps

f.	 Evaluation
The evaluation process is carried out with a confusion 

matrix to test how well the classification algorithm 
performance model is built or used [22]. The confusion 
matrix provides a comparative information between 
the actual classification results or the actual results and 
predictions [23]. In general, the confusion matrix has a 
2X2 structure for binary classification, which is shown in 
Table 3.

Table 3. Confusion Matrix 2X2

Actual
Prediction

Positive Negative

Positive TP (True Positive) FP (False Positive)

Negative FN (False Negative) TN (True Negative)

For non-binary classification needs, it is adjusted 
to the number of labels or classes used. Because, in this 
study, the classification of 3 labels or 3 classes consisting of 
negative, neutral, and positive was applied, the confusion 
matrix structure is as shown in Table 4.

Table 4. Confusion Matrix 3X3

Actual
Prediction

Negative Neutral Positive

Negative TNt (True 
Negative)

FNe (False 
Neutral)

FP (False 
Positive)

Neutral FNt (False 
Negative)

TNe (True 
Neutral)

FP (False 
Positive)

Positive FNt (False 
Negative)

FNe (False 
Neutral)

TP (True 
Positive)

The confusion matrix is also the basis for calculating 
accuracy, precision, recall, and f1-score values from the 
test. The accuracy value shows the correct prediction 
results with actual conditions. Precision shows the accuracy 
or accuracy of the test results. Recall shows the value to 
measure the proportion of the results of the correct value 
identified. F1-Score is the result of precision and recall 
[24]. The formula for determining the values above is 
shown below:

                              (7)

                                                 (8)

                                                        (9)

                   (10)

Information:
TP (True Positive) 	 =	Indicates a positive result detected 

correctly
TN (True Negative)	 =	Indicates a correctly detected 

negative result
FP (False Positive) 	 =	Shows negative results detected 

positive
FN (False Negative)	 =	Shows positive results detected 

negative

3.	 Result

The results of the study contain a description of each 
stage or process carried out in this study.

a.	 Data Preprocessing
The tweet dataset used in this study is unstructured, 

coarse, and still has a lot of characters that can cause noise. 
Thus, it is necessary to carry out a data preprocessing 
process to make the data ready to be processed. The 
preprocessing stage carried out is the cleansing process to 
remove punctuation characters, as well as characters that 
are not needed. The results of the cleansing process can be 
seen in Table 5.

Table 5. Cleansing Process Results

Before After

Masa jabatan Komisioner dan 
Deputi Komisioner Badan Penge-
lola Tabungan Perumahan Rakyat 
adalah selama lima tahun sejak 
ditetapkannya Keputusan Presi-
den. #BPTapera #Tapera #Seju-
taRumah #InfrastrukturUntukIn-
donesiaMaju #PUPRSigapMem-
bangunNegeri

Masa jabatan Komisioner dan 
Deputi Komisioner Badan Pen-
gelola Tabungan Perumahan 
Rakyat adalah selama lima tahun 
sejak ditetapkannya Keputusan 
Presiden BPTapera Tapera Seju-
taRumah InfrastrukturUntukIn-
donesiaMaju PUPRSigapMemba-
ngunNegeri

The case folding process stage is performed to change 
all characters consisting of uppercase and lowercase letters 
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into whole lowercase letters. The results of case folding can 
be seen in Table 6.

Table 6. Case Folding Process Results

Before After
Masa jabatan Komisioner dan 
Deputi Komisioner Badan 
Pengelola Tabungan Peruma-
han Rakyat adalah selama lima 
tahun sejak ditetapkannya 
Keputusan Presiden BPTa-
pera Tapera SejutaRumah 
InfrastrukturUntukIndonesi-
aMaju PUPRSigapMemban-
gunNegeri

masa jabatan komisioner dan 
deputi komisioner badan pen-
gelola tabungan perumahan 
rakyat adalah selama lima ta-
hun sejak ditetapkannya kepu-
tusan presiden bptapera tapera 
sejutarumah infrastrukturun-
tukindonesiamaju puprsigap-
membangunnegeri

Then, the tokenizing process is carried out to change 
or break the sentence into word-for-word parts. Table 7 
gives the results of the tokenizing process. 

Table 7. Tokenizing Process Results
Before After

masa jabatan komisioner dan 
deputi komisioner badan pen-
gelola tabungan perumahan 
rakyat adalah selama lima ta-
hun sejak ditetapkannya kepu-
tusan presiden bptapera tapera 
sejutarumah infrastrukturun-
tukindonesiamaju puprsigap-
membangunnegeri

[‘masa’, ‘jabatan’, ‘komisioner’, 
‘dan’, ‘deputi’, ‘komisioner’, 
‘badan’, ‘pengelola’, ‘tabun-
gan’, ‘perumahan’, ‘rakyat’, 
‘adalah’, ‘selama’, ‘lima’, ‘ta-
hun’, ‘sejak’, ‘ditetapkannya’, 
‘keputusan’, ‘presiden’, ‘bpta-
pera’, ‘tapera’, ‘sejutarumah’, 
‘infrastrukturuntukindonesi-
amaju’, ‘puprsigapmemban-
gunnegeri’]

The next process is the stopwords process. This process 
serves to remove words that are considered general and 
have no meaning. The results of stopwords are described 
in Table 8.

Table 8. Stopwords Process Results

Before After
[‘masa’, ‘jabatan’, ‘komisioner’, 
‘dan’, ‘deputi’, ‘komisioner’, 
‘badan’, ‘pengelola’, ‘tabun-
gan’, ‘perumahan’, ‘rakyat’, 
‘adalah’, ‘selama’, ‘lima’, ‘ta-
hun’, ‘sejak’, ‘ditetapkannya’, 
‘keputusan’, ‘presiden’, ‘bpta-
pera’, ‘tapera’, ‘sejutarumah’, 
‘infrastrukturuntukindonesi-
amaju’, ‘puprsigapmemban-
gunnegeri’]

[ ‘jabatan’, ‘komisioner’, ‘depu-
ti’, ‘komisioner’, ‘badan’, ‘pen-
gelola’, ‘tabungan’, ‘perumah-
an’, ‘rakyat’, ‘ditetapkannya’, 
‘keputusan’, ‘presiden’, ‘bpta-
pera’, ‘tapera’, ‘sejutarumah’, 
‘infrastrukturuntukindonesi-
amaju’, ‘puprsigapmemban-
gunnegeri’]

The final stage is the stemming process to change all 
the words into the basic form of the word. Or in other 
cases, stemming will remove the affixes in each word. The 
results of stemming are shown in Table 9.

Table 9. Results of the Stemming Process

Before After
[ ‘jabatan’, ‘komisioner’, ‘depu-
ti’, ‘komisioner’, ‘badan’, ‘pen-
gelola’, ‘tabungan’, ‘perumah-
an’, ‘rakyat’, ‘ditetapkannya’, 
‘keputusan’, ‘presiden’, ‘bpta-
pera’, ‘tapera’, ‘sejutarumah’, 
‘infrastrukturuntukindonesi-
amaju’, ‘puprsigapmemban-
gunnegeri’]

jabat komisioner deputi komi-
sioner badan kelola tabung 
rumah rakyat tetap putus 
presiden bptapera tapera seju-
tarumah infrastrukturuntukin-
donesiamaju puprsigapmem-
bangunnegeri

After performing various stages of preprocessing 
starting from cleaning, case folding, tokenizing, stopwords, 
and stemming, the preprocessing dataset was obtained. 
Figure 9 is a dataset resulting from the data preprocessing 
process. From here, the dataset is ready to be used for the 
research process.

b.	 Data Labeling
The process of labeling or labeling or classing tweets 

is done using the lexicon-based method. The lexicon-
based method in this study was carried out using the 
main lexicon dictionary which had been compiled from 
small lexicon dictionaries from evanmertua34’s github 
repository, with the link https://github.com/evanmartua34/
Twitter-COVID19-Indonesia-Sentimen- Analysis---Lexicon-
Based . The small dictionary consists of a positive inset 
dictionary, a negative inset dictionary, a sentiment word 
dictionary, a swear words dictionary, and several other 
small dictionaries. 

Table 10. Positive Inset Dictionary Example

Positive Inset 
Dictionary

Word Weight

Thank you 5

Please 2

Sorry 2

The positive inset dictionary consists of words with a 
weight above 0. Table 10 is an example of some words from 
the positive inset dictionary. It can be seen that the word 
‘thank you’ has a weight of 5, or the word with the highest 
weight. Then there is the word ‘please’ with a weight of 2, 
and there is the word ‘sorry’ with a weight of 2. 

Table 11. Negative Inset Dictionary Example

Negative Inset Dictionary

Word Weight

No -3

Betray -4

Do not want -4
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The negative inset dictionary consists of words with 
weights below 0. Table 11 is an example of some words 
from the negative inset dictionary. The word ‘no’ has a 
weight of -3. Then, there is the word ‘betray’ has a weight 
of -4, and the word ‘don’t want to’ also has a weight of -4.

Table 12. Sentiment Word Dictionary Example

Word Sentiment Dictionary

Word Weight

Wonderful 3

Anarchy -2

Graceful -4

Sentiment word dictionary consists of sentiment 
words with a weight range of -5 to 5. Table 12 is an example 
of some words from the sentiment word dictionary. The 
word ‘wonderful’ has a weight of 3. Then, there are the 
words ‘anarchy’ and ‘graceful’ with a weight of -2 and -4 
respectively.

Table 13. Swear Words Dictionary Example

Swear Words Dictionary

Word Weight

Stupid -5

Curse -5

Crazy -5

Swear words dictionary is a small dictionary that 
contains swear words, so all the words in this dictionary 
have a weight of -5. It can be seen for example some words 
in Table 13, that the words ‘stupid’, ‘curse’, and ‘crazy’ have 
a weight of -5.

The existing small lexicon dictionaries are combined 
into one and then duplicated to become the main lexicon 
dictionary which consists of ±10200 words with various 
weights. The dataset labeling process is carried out by 
going through the process of calculating sentiment words 
by calculating them into the lexicon. Then create a data 
frame to store the previous bag of words and sentiment 
word calculations. 

Table 14. Result Dataframe Dataset to Lexicon

shake body tube ... key Spice Sentiment

0 1 1 1 ... 0 0 9
1 0 1 0 ... 0 0 21
2 0 0 0 ... 0 0 1
3 0 0 0 ... 0 0 9
... ... ... ... ... ... ... ...

516 0 0 0 ... 1 1 8
517 0 0 0 ... 0 0 -7

518 0 0 0 ... 0 0 2
519 rows X 634 columns

Table 14 is a dataframe structure created to 
accommodate the bag of words and the calculation 
of sentiment words in the dataset to the lexicon. The 
description “519 rows” indicates the number of tweet 
datasets that are labeled. Then, 634 is the number of 
sentiment words in the dataset that are calculated into the 
lexicon. The sentiment column shows the weight of each 
tweet data. It can be seen that the 3rd row tweet data has a 
weight of 9, then the 516th row tweet data has a weight of 
8, and the 517th row tweet data has a weight of -7.

The results of all tweet datasets are given their 
respective weights, then converted into 3 main label forms. 
Tweets with a weight above 0, will be changed to label 1 or 
positive. Tweets with a weight below 0, are changed to the 
label -1 or negative. And, tweets with a weight equal to 0, 
are changed to 0 or neutral labels.

Table 15. Tweet Labels

Tweet Weight Tweet 
Labels Label Description Total

Above 0 (> 0) 1 Positif 370

Under 0 (<0) -1 Negatif 127

Equal 0 (=0) 0 Netral 22

Total Dataset 519

Table 15 shows the final results of the lexicon-based 
data labeling that has been used. It can be seen that, out 
of 519 datasets, 370 data have a positive label or 1. 127 
data have a negative label or -1. And 22 data has a neutral 
label or 0. With this, the data labeling process has been 
successful and the labeling data can be used by SVM.

c.	 Term Weighting
The weighting is done after the data already has a 

label. The weighting process with TF-IDF serves to get a 
vector value from the dataset, later the vector value will be 
entered into a vector space for later use for the algorithm 
testing process.

The dataset that has gone through the labeling 
process is then divided into train data and test data with 
a composition of 80% versus 20%. Then, the train data 
and test data are carried out by the TF-IDF weighting 
process. The results of the TF-IDF train data and test data 
are described in Table 16 and Table 17.

In Table 16, the tweet column contains as many rows 
as the number of data in the data train. In other words, 
shows the index of each data. Then the term column 
contains the index of the feature word generated from the 
bag of words. The weight column contains the weight of 
each generated term. So, how to read from Table 16 is the 
data at index 0 which contains the 1811th term with the 
term weight 0.281070643.

In Table 17, the tweet column contains as many rows 
as the index of each data in the test data. Then the term 
column contains the index of the feature word generated 
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from the bag of words. The weight column contains the 
weight of each generated term. So, how to read from Table 
17 is the data at index 0 which contains the 1777 term 
with a term weight of 0.480879633.

The TF-IDF results from the data train in the form 
of vector space will become a learning model and will be 
tested by data testing to find out how well the learning 
model is.

Table 16. TF-IDF Data Train Results

Tweet Term Weight

0 1811 0.281070643

0 1763 0.232067791

0 1728 0.571941689

0 1713 0.232067791

0 1650 0.040252079

0 1635 0.173988977

     

414 266 0.284576677

414 233 0.167824591

414 175 0.294715495

414 119 0.275891625

414 52 0.356111407

Table 17. TF-IDF Data Test Results

Tweet Term Weight

0 1777 0.480879633

0 1650 0.052862833

0 1429 0.192178494

0 1156 0.290528875

0 1108 0.32484981

0 1008 0.279480002

103 642 0.119453367

103 482 0.240375508

103 235 0.319535955

103 155 0.294302118

103 121 0.356111407

d.	 SVM Processing
Processing using the Support Vector Machine (SVM) 

focuses on the use of four kernel functions commonly used 
in SVM, namely the Linear Kernel, Radial Basis Function 
(RBF) Kernel, Polynomial Kernel, and Sigmoid Kernel. 

The parameters used in the testing process are 
adjusted to the needs of each kernel. These parameters 
will determine the results of the tests in each kernel. 
Therefore, the hyperparameter tuning process is carried 
out using the grid search method to determine the optimal 
hyperparameter. After the input hyperparameter values 
are initialized, the grid search will train several prediction 
models that are formed through each combination of 

hyperparameter values. The parameter pair that produces 
the best accuracy obtained is the optimal parameter [25]..

Parameter testing on the kernel is done by assigning 
a value to each parameter used, namely degree, complexity 
or C, gamma, coef0, and maximum iteration or max iter. 
Table 18 describes the input values for the hyperparameter 
tuning process in each kernel. 

Table 18. Input Hyperparameter Value

Kernels Parameter Value

Linear
C 0.001, 0.01, 0.1, 1, 1.5, 2, 2.5, 10, 

20, 100
Max 
Iteration

0.001, 0.01, 0.1, 1, 1.5, 2, 2.5, 10, 
20, 100

RBF
C 0.001, 0.01, 0.1, 1, 1.5, 2, 2.5, 10, 

20, 100

Gamma 0.01, 0.1, 0.5, 1, 10, 20, 40, 50, 
100, 1000

Polynomial

C 0.001, 0.01, 0.1, 1, 1.5, 2, 2.5, 10, 
20, 100

Degree 0.01, 0.1, 0.5, 1, 10, 20, 40, 50, 
100, 1000

Gamma 0.01, 0.1, 0.5, 1, 10, 20, 40, 50, 
100, 1000

Coef0 0.001, 0.01, 0.0, 1, 10

Sigmoid

C 0.001, 0.01, 0.1, 1, 1.5, 2, 2.5, 10, 
20, 100

Gamma 0.01, 0.1, 0.5, 1, 10, 20, 40, 50, 
100, 1000

Coef0 0.001, 0.01, 0.0, 1, 10

After initializing the input values for each 
hyperparameter, then testing it using a grid search to get 
the most optimal combination of parameters. Table 19 is 
the result of the combination of the best hyperparameter 
values in each kernel by testing it against the train data.

Table 19. Best Hyperparameter Value for Each Kernel

Kernels
Parameter

C
Max 
Iter

Gamma Degree Coef0

1 Linear 2.5 100 × × ×

2 RBF 100 × 0.1 × ×

3 Polynomial 100 × 0.1 10 1

4 Sigmoid 20 × 1 × 1

After obtaining the best combination of 
hyperparameter values for each kernel, testing is carried 
out to prove how suitable or how well the kernel tested 
in research is. Table 20 shows the results of the tests that 
have been carried out. It can be seen that the rbf kernel has 
the highest accuracy value with a value of 81.73%. Then, 
for the precision value, the sigmoid kernel has the highest 
value with 78.68%. The rbf kernel also has the highest 
recall value with 81.73%. Meanwhile, for the results 
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of the highest f1-score values are owned by two kernels, 
namely the rbf kernel and the sigmoid kernel with a value 
of 79.60%. 

Table 20. Test Results of Each Kernel Function

Kernels
Parameter

Accuracy Precision Recall
F1-

Score

1 Linear 80.77 77.33 80.77 78.93

2 RBF 81.73 78.27 81.73 79.60

3 Polynomial 78.85 75.28 78.85 76.22

4 Sigmoid 80.77 78.68 80.77 79.60

e.	 Evaluation
The evaluation process is carried out using a 

confusion matrix. The confusion matrix has a function 
to test how well the classification algorithm’s performance 
model is built or used. The confusion matrix also provides 
comparative information between the actual classification 
results or the actual results and predictions. The confusion 
matrix structure used is based on Table 4.

Table 21. Linear Kernel Confusion Matrix

Actual
Prediction

Negative Neutral Positve

Negative 18 0 9

Neutral 0 0 4

Positive 7 0 66

In Table 21, the linear kernel tests 27 tweets with 
negative labels, 4 tweets with neutral labels, and 73 tweets 
with positive labels. It is found that the linear kernel detects 
classes in tweet data labeled negative as much as 18 for 
True Negative, and as many as 9 for False Positive. Then 
tweet data labeled neutral can only be detected for False 
Positive as much as 4 data. Then, 66 positive labeled tweets 
were detected for True Positive and 7 for False Negative.

Table 22. Confusion Matrix Kernel RBF

Actual
Prediction

Negative Neutral Positve

Negative 17 0 10

Neutral 0 0 4

Positive 5 0 68

In Table 22, kernel rbf, tweet data labeled negative 
was detected as many as 17 for True Negative, and as many 
as 10 for False Positive. Neutral labeled data detected as 
many as 4 for False Positive. Positively labeled tweet data 
was detected for 68 True Positives and 5 False Negatives.

In Table 23, kernel polynomial, negative labeled 
tweet data were detected as many as 14 for True Negative, 
and as many as 13 for False Positive. Neutral labeled data 
detected as many as 4 for False Positive. Positively labeled 

tweet data was detected for True Positive as many as 68 and 
False Negative as many as 5.

Table 23. Confusion Matrix Kernel Polynomial

Actual
Prediction

Negative Neutral Positve

Negative 14 0 13

Neutral 0 0 4

Positive 5 0 68

Table 24. Confusion Matrix Sigmoid Kernel

Actual
Prediction

Negative Netral Negative

Negative 17 2 8

Neutral 1 0 3

Positive 6 0 67

In Table 24, sigmoid kernel, 17 negative labeled 
tweet data were detected for True Negative, 2 tweet data 
for False Neutral, and 8 for False Positive Neutral labeled 
data detected 3 for False Positive and 1 for False Negative. 
Positively labeled tweet data was detected for 67 True 
Positives and 6 False Negatives.

From the evaluation results using the confusion 
matrix, it can be seen that SVM and all SVM kernel 
functions can predict well.

After getting the rbf kernel function as the kernel 
with the best accuracy results, then displaying the 
sentiment classification with SVM on the test data from 
the dataset on Government Regulation No. 25 of 2020. 
The sentiment classification is carried out using SVM with 
the rbf kernel as the best kernel. The classification results 
are shown in Table 4.25.

Table 25. Example of Sentiment Classification Results

Final Tweet SVM 
Results

Lexicon 
Results

Dengar tapera tabung rumah rakyat 
serta tapera klinikhukum Positive Positive

pns hak rumah tapera pegawai 
perintah penjuru indonesia serta 
program tabung rumah rakyat 
penuh syarat manfaat milik huni 
lokadata id

Positive Positive

wasekjen demokrat perintah beban 
rakyat rumah wasekjen beban iur 
rakyat wajib negara penuh uang 
masyarakat utk dana tapera

Positive Negative

gaji sunat negara iur tapera gaji 
pegawai potong bayar pph bpjs 
sehat bpjs ketenagakerjaan yg bagi 
jht jamin pensiun jp

Positive Neutral

From the classification results, it shows that there are 
still differences in the results of the SVM and the results of 
the lexicon. Because, there is tweet data that should have a 
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negative value from the lexicon label, but the SVM results 
show it has a positive value.

Table 26. Difference between Predictive and Actual Results

Label Actual Results Predictive Results

Negative 73 82

Neutral 27 22

Positive 4 0

4.	 Discussion

a.	 Discussion of Research Results
The implementation of 5 preprocessing stages, 

namely the cleansing, case folding, tokenizing, stopwords, 
and stemming stages was successful for the need to change 
data that is still unstructured, still rough, and still has a lot 
of noise into ready-to-process data.

Then, the application of the lexicon-based method 
for the labeling needs of tweet data shows good results. 
Lexicon-based managed to label the tweet dataset with a 
total of 519 tweets. Lexicon-based labels tweets based on 
the accumulated weight of sentiment or opinion words in 
each tweet. The distribution of labeling values is shown in 
Figure 10. The largest labeling value is 30 and the smallest 
labeling value is -25. The results of lexicon-based labeling 
are used as a method to transfer learning to SVM through 
labeling tweet data.

Figure 10. Distribution of Data Labeling Results

The dataset that already has a label is then weighted 
using TF-IDF. In the TF-IDF weighting process, the data 
is divided into train data and test data. The result of the 
TF-IDF weighting of the data train is the vector value 
and this vector value will be entered into the vector space 
to be processed using SVM. The result of vector space 
processing from the data train is a learning model. This 
learning model will be tested how well by test data. TF-
IDF results from train data and test data are described in 
Table 16 and Table 17.

Processing using SVM is carried out based 
on four kernel functions, namely linear kernel, rbf 
kernel, polynomial kernel, and sigmoid kernel. The 
parameters used in each kernel are obtained through 
the hyperparameter tuning process using the grid search 

method. This method serves to get the best combination 
of parameters for testing in each kernel function. The best 
combination of parameters that have been obtained for 
each kernel function is in Table 19. The test results for each 
SVM kernel function can be seen in the graph below.

From the graph of the kernel test results, it can be 
seen that the rbf kernel has the best test performance when 
viewed from the accuracy and recall values. When viewed 
based on the precision value, the sigmoid kernel has the 
best test results. Thus, the rbf kernel is the kernel with the 
best test performance, followed by the sigmoid kernel, 
then the linear kernel, and the polynomial kernel is the 
kernel with the lowest performance compared to other 
kernels in this test.

Figure 11. SVM Kernel Test Result Chart

In the evaluation, it can be seen how well the 
classification algorithm performance model is built based 
on the comparison of actual and predicted results with the 
confusion matrix.

Based on the results of the confusion matrix in each 
kernel in Tables 21 to 24, it can be seen that each kernel 
has a good performance for predicting tweet data with 
negative and positive labels. If described based on the 
example in Table 22, the rbf kernel succeeded in predicting 
17 tweet data labeled negative correctly or True Negative, 
while the rbf kernel failed to predict 10 data labeled 
positive which should be categorized as negative, or can 
be called False Negative. Then, the rbf kernel, successfully 
predicting 68 tweet data labeled positive correctly or True 
Positive, also failed to predict 5 tweet data labeled negative 
which should be categorized on a positive label or can be 
called False Negative.

Although, the confusion matrix results of all kernel 
function tests have good performance in predicting data 
with negative and positive labels, however, all kernel test 
results are shown to fail to correctly predict tweet data with 
neutral labels. It can be seen in the results of the confusion 
matrix in Tables 21 to 24, all kernels fail to predict 4 
positive-labeled tweet data that should be categorized on a 
neutral label or can be called False Positive. In other words, 
all tests of the four kernel functions failed to correctly 
predict the neutral-labeled tweet data.

The thing that causes a failure in testing the kernel 
function to predict tweet data with neutral labels, is due to 
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an unbalanced dataset. Unbalanced dataset is a condition 
where there is a significant difference in the distribution of 
class or data labels which results in non-ideal conditions 
in the classification. The results of the class distribution or 
data labels are shown in Figure 12. Unbalanced datasets 
cause the kernel test results on the confusion matrix to fail 
or fail. Because, unbalanced dataset causes the algorithm 
model to give prediction results into the dominant data 
class or label, or in this case the data is positively labeled. 
This is evidenced in the results of the confusion matrix 
in each kernel function, where all neutral tweet data is 
predicted to be positive tweet data.

4.2 Comparison of Accuracy Results
As a result of the proof based on the background 

of using the SVM algorithm that has been described 
previously, a test was carried out to compare the accuracy 
results based on the Naïve Bayes, KNN, and SVM 
algorithms. SVM results are taken from all kernel tests, 
namely linear, rbf, polynomial, and sigmoid kernels. For 
input hyperparameter values in the Naïve Bayes and KNN 
algorithms are described in Table 25.

Table 27. Input Hyperparameters Nave Bayes and KNN 
Values

Algorithm Parameter Value
Multinomial 
Naïve Bayes Alpha 1, 0.7, 0.4, 0.2, 0.1, 0.09, 

0.08, 0.07, 0.06, 0.03, 0.01

KNN n_neighbours

1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 
11, 12, 13, 14, 15, 16, 17, 
18, 19, 20, 21, 22, 23, 24, 
25, 26, 27, 28, 29, 30

After determining the input values for the 
hyperparameters for the Naïve Bayes and KNN algorithms, 
testing is carried out to obtain the accuracy values. Then 
the accuracy value is compared to determine and prove 
that the accuracy of SVM is the best compared to Naïve 
Bayes and KNN. Comparison of accuracy results is shown 
in the graph below.

Figure 12. Results of Comparison of Accuracy of SVM, 
Naïve Bayes, and KNN

From the accuracy results, it can be seen that SVM is 
proven to have the best accuracy results. In fact, all SVM 
kernels have accuracy values above Naïve Bayes and KNN.

5.	 Conclusion

The analysis of the research results suggests that 
the application of the lexicon-based method for the data 
labeling process is successful. Lexicon-based managed 
to label 519 tweet data. The tweet data labels consist 
of 127 negative-labeled, 22 neutral, and 370 positive-
labeled tweet data. The combination of lexicon-based 
and support vector machine algorithms also runs well. 
This combination goes sequentially, using lexicon-based 
to determine the sentiment value and the lexicon result 
data as labeling data for the support vector machine. This 
combination makes lexicon-based to transfer learning to 
SVM with the hope that it contributes to the sentiment 
labeling process to get good accuracy.

SVM was successfully implemented and supported 
by several methods such as preprocessing, data labeling, 
weighting with TF-IDF, and hyperparameter tuning 
with grid search. The highest accuracy results from the 
application of SVM with RBF kernel with an accuracy 
value of 81.73%. The sigmoid kernel has the highest 
precision at a level of 78.68%. SVM with RBF kernel 
attains the highest recall at 81.73%. Meanwhile, the RBF 
kernel and the sigmoid kernel achieve the highest F1 score 
at 79.6%.

Table 25 and Table 26 show discrepancies in labels 
by SVM and lexicon-based. SVM indicates a positive 
sentiment value for the negative lexicon label. However, 
the accuracy still shows a pretty good number at 81.73%.

Each kernel test has a pretty good result. The 
evaluation stage using the confusion matrix shows that 
each kernel function test can predict well the tweet data 
with negative and positive labels. However, all kernel tests 
show predictive failure for tweet data labeled neutral. The 
neutral tweet data is predicted positive. The error may 
happen due to the condition of unbalanced datasets. There 
are differences in the class distribution, or the data labels 
are significant. This condition makes the algorithm predict 
data into the dominant class.
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